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INDEXED ABSOLUTE ALMOST CONVOLUTED NÖRLUND SUMMABILITY

SMITA SONKER1 AND ALKA MUNJAL2

Abstract. The indexed almost absolute Nörlund summability ϕ−|N, p, q;m|k factor of orthogonal
series has been studied for a least set of the sufficient conditions and a set of moderated theorems

have been developed. This result is very useful as absolute summability is used for Bounded Input

Bounded Output (BIBO) stability of the system. By applying certain conditions to the main result,
the sufficient conditions for |N, p, q;m|k summability have been obtained (a previous result), which

validate the application and importance of the present work.

1. Introduction

The absolute convergence of orthogonal series is closely linked to the quantitative measurement
of the uniform continuity and the bounded variation of the functions. For the study of absolute
convergence of orthogonal series, several classical criteria have been established. A methodical proof
for these criteria can be achieved by various summability methods. Out of these criteria, the best way
to achieve a methodical proof is to determine a least set of sufficient conditions for absolute summable
factor of orthogonal series.

Non-absolute convergent factor of orthogonal series can be studied using the concept of absolute
summability. So, absolute summability is extremely contributive in understanding the concept of the
absolute convergence of orthogonal series. Consequently, several criteria can be used systematically
to get a non-absolute convergent factor for the orthogonal series.

Okuyama [15,17] and Leindler [11–13] studied the orthogonal series with the help of various absolute
summability factors. Bor [1–6] and Rhoades [18, 19] have also derived a number of theorems on
absolute Nörlund summability. Many results have been established on absolute Nörlund summability
[7–9, 20–23]. In the present study, an almost everywhere absolute convoluted Nörlund summability
factor for orthogonal series has been worked out and a set of new and well-known results has been
deduced from the presented theorems. Furthermore, it has been shown that an orthogonal series can
be made absolute Nörlund summable with some sufficient conditions.

Consider a series
∑

an with its partial sums sn. Let p and q be given as the sequences

Pn :=
n∑

v=0

pv = p0 + p1 + p2 + · · ·+ pn ̸= 0 (n≥ 0),

Qn :=

n∑
v=0

qv = q0 + q1 + q2 + · · ·+ qn ̸= 0 (n≥ 0).

The convolution (p ∗ q)n is defined by

(p ∗ q)n :=

n∑
v=0

pn−vqv =

n∑
v=0

pvqn−v. (1.1)

Apparently, Pn := (p ∗ 1)n =
n∑

v=0
pv and Qn := (1 ∗ q)n =

n∑
v=0

qv.
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If (p∗q)n ̸= 0 at all values of n, the convoluted Nörlund transform sequence of {sn} is {tp,qn }, which
is given by

tp,qn :=
1

(p ∗ q)n

n∑
v=0

pn−vqvsv. (1.2)

The series
∑

an is then said to be |N, pn, qn|k summable of order k for k ≥ 1, if

∞∑
n=1

(Pn

pn

)k−1

|tp,qn − tp,qn−1|k (1.3)

converges. If k = 1 in this summability, then it reduces to |N, pn, qn| summability given by Tanaka [23].
Also, Krasniqi [10] introduced and studied the almost summability |N, p, q;m|k, k ≥ 1 using

∞∑
n=0

nk−1|tp,qn,m − tp,qn−1,m|k (1.4)

uniformly converges with respect to m, instead of condition 1.3, where

tp,qn,m :=
1

(p ∗ q)n

n∑
v=0

pn−vqvsv,m (1.5)

and

sn,m =
1

n+ 1

n+m∑
v=m

sv. (1.6)

We note that for qn = 1 and pn = 1, the almost summability |N, p, q;m|k reduces to almost summa-
bilities |N, p;m|k and |N̄ , q;m|k (see [10]).

We now extend this concept with any factors as follows: let φ = (φn) be a sequence of positive real
numbers, then the series

∑
an is indexed absolute almost convoluted Nörlund summable of order k

for k ≥ 1, if the series
∞∑

n=1

|φn(t
p,q
n,m − tp,qn−1,m)|k, (1.7)

or
∞∑

n=1

|φn∆tp,qn,m|k (1.8)

uniformly converges with respect to m, and we write briefly
∞∑

n=0
an ∈ φ − |N, p, q;m|k. We need the

notations:

Rn := (p ∗ q)n, Rj
n :=

n∑
v=j

pn−vqv,

Rn
n−1 = 0, R0

n = Rn,

R̂j
n :=

n∑
v=j

pn−vqv
v + 1

, R̂n
n−1 := 0.

Let f(x) be a periodic function integrable over (a, b) and Φn(x) be an orthonormal system defined
in the interval (a, b). The orthogonal series of f(x) belongs to L2(a, b) and is given by

f(x) :=

∞∑
n=0

anΦn(x), (1.9)

where

an :=

b∫
a

f(x)Φn(x)dx. (1.10)
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2. Known Results

Okuyama’s [16] previous findings are as follows.

Theorem 2.1. In order to make an orthogonal series
∞∑

n=0
cnΦn(x) almost everywhere |N, p, q| sum-

mable, the following series
∞∑

n=1

{ n∑
j=1

(
Rj

n

Rn
−

Rj
n−1

Rn−1

)2

|cj |2
}1/2

must converge.

Theorem 2.2. Let {pn} and {qn} be two sequences of non-negative numbers. In order to make an

orthogonal series
∞∑

n=0
cnΦn(x) almost everywhere |N, p, q| summable, the series

∞∑
n=1

1

nΩn

and
∞∑

n=1

|cn|2Ωnw
(1)
n

must converge, where
i) {Ωn} is a sequence of positive numbers,
ii) {Ωn/n} is a sequence of non-increasing numbers and

iii) w
(1)
n is defined by

w
(1)
j := j−1

∞∑
n=j

n2

(
Rj

n

Rn
−

Rj
n−1

Rn−1

)2

. (2.1)

3. Main Results

The established theorems are as follows.

Theorem 3.1. In order to make an orthogonal series
∞∑

n=0
anΦn(x) almost everywhere φ−|N, p, q;m|k

summable, the following series

∞∑
n=1

{
φ2
n

n∑
j=1

[
Rj

n

Rn
−

Rj
n−1

Rn−1
− j

(
R̂j

n

Rn
−

R̂j
n−1

Rn−1

)]2
|am+j |2

}k/2

(3.1)

must uniformly converge with respect to m for 1 ≤ k ≤ 2.

Theorem 3.2. Let {pn} and {qn} be two sequences of non-negative numbers. In order to make an

orthogonal series
∞∑

n=0
anΦn(x) almost everywhere φ− |N, p, q;m|k summable, the series

∞∑
n=1

φ
k

1−k
n

Ωn

must converge and
∞∑

n=1

|am+n|2Ω2/k−1
n ℜ(k)

n

must uniformly converge with respect to m for 1 < k ≤ 2, where
i) {Ωn} is a sequence of positive numbers,

ii)
{
Ωn/φ

k
k−1
n

}
is a sequence of non-increasing numbers and
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iii) ℜ(k)
n is defined by

ℜ(k)
j :=

1

φ
1

k−1−1

j

∞∑
n=j

φ
2

k−1
n

[
Rj

n

Rn
−

Rj
n−1

Rn−1
− j

(
R̂j

n

Rn
−

R̂j
n−1

Rn−1

)]2
. (3.2)

4. Lemma

Beppo Levi [14] established the Lemma and used it to prove the results based on the functions of
series and integrals. Lemma has also been used to prove the presented theorems.

Lemma 4.1. Let a non-negative function Vn(t) ∈ L(U) if

∞∑
n=1

∫
U

Vn(t) < ∞, (4.1)

then the series
∞∑

n=1

Vn(t) (4.2)

almost (absolutely) converges everywhere to a function V (t) ∈ L(U) over U.

5. Proof of the Theorems

Let the vth partial sum of the series be given by sv(x) =
v∑

j=0

ajΦj(x) for 1 < k < 2.

sv,m(x) =
1

v + 1

v∑
k=0

sk+m(x)

=
1

v + 1

v∑
k=0

k+m∑
j=0

ajΦj(x)

=

v∑
j=0

(
1− j

v + 1

)
am+jΦm+j(x) + sm−1(x). (5.1)

Almost Nörlund transform tp,qn,m(x) is given by

tp,qn,m(x) =
1

Rn

n∑
v=0

pn−vqvsv,m(x)

= sm−1(x) +
1

Rn

n∑
j=0

am+jΦm+j(x)

n∑
v=j

pn−vqv

− 1

Rn

n∑
j=0

jam+jΦm+j(x)

n∑
v=j

pn−vqv
v + 1

= sm−1(x) +
1

Rn

n∑
j=0

(
Rj

n − jR̂j
n

)
am+jΦm+j(x). (5.2)

∆tp,qn,m(x) = tp,qn,m(x)− tp,qn−1,m(x)

=

n∑
j=1

[
Rj

n

Rn
−

Rj
n−1

Rn−1
− j

(
R̂j

n

Rn
−

R̂j
n−1

Rn−1

)]
am+jΦm+j(x). (5.3)
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Proof of Theorem 3. The series

∞∑
n=1

b∫
a

|φ(n)∆tp,qn,m(x)|kdx

≤
∞∑

n=1

|φ(n)|k
b∫

a

|∆tp,qn,m(x)|kdx

= O(1)

∞∑
n=1

|φ(n)|k(b− a)1−
k
2

( b∫
a

|∆tp,qn,m(x)|2dx
) k

2

= O(1)

∞∑
n=1

{
φ2(n)

n∑
j=1

[
Rj

n

Rn
−

Rj
n−1

Rn−1
− j

(
R̂j

n

Rn
−

R̂j
n−1

Rn−1

)]2
|am+j |2

} k
2

= O(1). (5.4)

It has been observe that |∆tp,qn,m(x)| is a non-negative function due to which (5.4) converges because

∞∑
n=1

{
φ2(n)

n∑
j=1

[
Rj

n

Rn
−

Rj
n−1

Rn−1
− j

(
R̂j

n

Rn
−

R̂j
n−1

Rn−1

)]2
|am+j |2

} k
2

uniformly converges with respect to m by the assumption.
Hence, by Lemma 4.1,

∞∑
n=1

|φ(n)∆tp,qn,m(x)|k (5.5)

almost converges everywhere. Schwartz’s inequality is applicable for k = 1 and used upto k = 2.
Hence proof of the theorem is complete. □

Proof of the theorem 4. The series

∞∑
n=1

b∫
a

|φn∆tp,qn,m(x)|kdx

≤
∞∑

n=1

|φn|k
{ n∑

j=1

[
Rj

n

Rn
−

Rj
n−1

Rn−1
− j

(
R̂j

n

Rn
−

R̂j
n−1

Rn−1

)]2
|am+j |2

} k
2

= O(1)

∞∑
n=1

(
φ

k
1−k
n

Ωn

)1− k
2
{
Ω

2
k−1
n

φ
k

1−k
n

n∑
j=1

[
Rj

n

Rn
−

Rj
n−1

Rn−1
− j

(
R̂j

n

Rn
−

R̂j
n−1

Rn−1

)]2
|am+j |2

} k
2

= O(1)

( ∞∑
n=1

φ
k

1−k
n

Ωn

)1− k
2
{ ∞∑

n=1

Ω
2
k−1
n

φ
k

1−k
n

n∑
j=1

[
Rj

n

Rn
−

Rj
n−1

Rn−1
− j

(
R̂j

n

Rn
−

R̂j
n−1

Rn−1

)]2
|am+j |2

} k
2

= O(1)

{ ∞∑
j=1

|am+j |2
∞∑
n=j

Ω
2
k−1
n

φ
k

1−k
n

[
Rj

n

Rn
−

Rj
n−1

Rn−1
− j

(
R̂j

n

Rn
−

R̂j
n−1

Rn−1

)]2} k
2

= O(1)

{ ∞∑
j=1

|am+j |2
(

Ωj

φ
k

k−1

j

) 2
k−1 ∞∑

n=j

φ
2

k−1
n

[
Rj

n

Rn
−

Rj
n−1

Rn−1
− j

(
R̂j

n

Rn
−

R̂j
n−1

Rn−1

)]2} k
2

= O(1)

{ ∞∑
j=1

|am+j |2Ω
2
k−1(j)ℜ(k)

j

} k
2

= O(1). (5.6)
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where

ℜ(k)
j :=

1

φ
k−2
1−k

j

∞∑
n=j

φ
2

k−1
n

[
Rj

n

Rn
−

Rj
n−1

Rn−1
− j

(
R̂j

n

Rn
−

R̂j
n−1

Rn−1

)]2
. (5.7)

Based on the assumption, equation (5.6) is uniformly finite with respect to m. This can be proved
using the same concept as used for proving Theorem 3.1. The detail of the proof is out of the scope
and hence omitted. □

6. Corollaries

Case I [10]. For φn = n(1−1/k), Theorem 3.1 and Theorem 3.2 give some well-known results of
Krasniqi [10] on |N, p, q;m|k summability as follows.

Corollary 6.1. In order to make an orthogonal series
∞∑

n=0
anΦn(x) almost everywhere |N, p, q;m|k

summable, the following series
∞∑

n=1

{
n2(1− 1

k )
n∑

j=1

[
Rj

n

Rn
−

Rj
n−1

Rn−1
− j

(
R̂j

n

Rn
−

R̂j
n−1

Rn−1

)]2
|am+j |2

}k/2

(6.1)

must uniformly converge with respect to m for 1 ≤ k ≤ 2.

Corollary 6.2. Let {pn} and {qn} be two sequences of non-negative numbers. In order to make an

orthogonal series
∞∑
n
anΦn(x) almost everywhere |N, p, q;m|k summable, the series

∞∑
n=1

1

nΩn

must converge and
∞∑

n=1

|am+n|2Ω2/k−1(n)ℜ(k)
n

must uniformly converge with respect to m for 1 ≤ k ≤ 2, where
i) {Ωn} is a sequence of positive numbers,
ii) {Ωn/n} is a sequence of non-increasing numbers and

iii) ℜ(k)
n is defined by

ℜ(k)
j :=

1

j(
2
k−1)

∞∑
n=j

n
2
k

[
Rj

n

Rn
−

Rj
n−1

Rn−1
− j

(
R̂j

n

Rn
−

R̂j
n−1

Rn−1

)]2
. (6.2)

Case II. For pv = 1 and qv = 1, together with φn = n(1−
1
k ), Theorem 3.1 and Theorem 3.2 are reduced

other some results of Krasniqi [10] on summability |N̄ , q;m|k and |N, p;m|k as follows.

Corollary 6.3. In order to make an orthogonal series
∞∑

n=0
anΦn(x) almost everywhere |N̄ , q;m|k

summable, the following series

∞∑
n=1

{(
n(1−

1
k )qn

QnQn−1

)2 n∑
j=1

[
Qj−1 + j

(
Qn

n+ 1
−

n∑
v=j

qv
v + 1

)]2
|am+j |2

}k/2

(6.3)

must uniformly converge with respect to m for 1 ≤ k ≤ 2.

Corollary 6.4. In order to make an orthogonal series
∞∑

n=0
anΦn(x) almost everywhere |N, p;m|k

summable, the following series

∞∑
n=1

{(
n(1−

1
k )pn

PnPn−1

)2 n∑
j=1

p2n−j [ℑj
n]

2|am+j |2
}k/2

(6.4)



INDEXED ABSOLUTE ALMOST CONVOLUTED NÖRLUND SUMMABILITY 117

must uniformly converge with respect to m for 1 ≤ k ≤ 2, where

ℑj
n = 1− Pn−j−1

pn−j
+ j

n−j∑
v=0

Pn − (n− v + 1)pnpv
(n− v)(n+ 1− v)pnpn−j

. (6.5)

7. Conclusions

The paper focuses on the study of absolute convoluted Nörlund φ−|N, p, q;m|k summability factor
which is useful for achieving the stability of the system. The BIBO stability of the system can be
achieved by the condition of absolute summability, as absolute summable is necessary and sufficient
condition, i.e.,

BIBO stability ⇔
∞∑

M=−∞
|I(M)| < ∞,

where I(M) is input impulse response of the system.
The absolute summability plays an important role in signal processing as a double digital filter in

finite and infinite impulse response (FIR & IIR). Employing the convoluted Nörlund φ− |N, p, q;m|k
summability (a generalized summability), the functions of the filters (like removal of unwanted fre-
quency components, enhancement of the required frequency components, permanent unit power factor,
overcoming unbalancing situation, etc.) have been improved. The results are also useful in engineering,
for example, the load signal can be represented as a summation of orthonormal functions (orthogonal
series).

Based on this investigation, it can be concluded that our theorem is a generalized version which
can be reduced to well known summabilities as shown in the corollaries. Under certain suitable
conditions φn = n(1−

1
k )(Case III), the main theorems render the result of Krasniqi [14] on |N, p, q;m|k

summability, which explains the importance and validation of the presented work.
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