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TO THE QUESTION OF SAVING THE UNIQUE SOLVABILITY OF THE GENERAL LINEAR BOUNDARY VALUE PROBLEM FOR A CLASS OF FUNCTIONAL DIFFERENTIAL SYSTEMS WITH DISCRETE MEMORY


#### Abstract

A class of linear functional differential systems with continuous and discrete times and discrete memory is considered. The paper gives an explicit description of a family of uniquely solvable linear boundary value problems as a neighborhood of a fixed uniquely solvable boundary value problem. The description is based on an explicit representation of the principal components to the general solution representation such as the fundamental matrix and the Cauchy operator. In the study of the problems outside the class under consideration, the systems with discrete memory can be employed as a model or approximating ones. This can be useful as applied to systems with aftereffect under studying rough properties that hold under small disturbances of the parameters.
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## 1 Introduction

Actual applied problems arising in various fields of applications constantly give rise to new types of mathematical models with ordinary derivatives. Here, we consider a class of systems containing simultaneously phase variables and equations with both continuous and discrete time; such models and corresponding systems are often called hybrid. An interest of researchers in various classes of hybrid models has been steadily increasing over the last 15 years. We just mention here the well-known works of Russian and foreign authors, see $[1,2,6,7,9,14,15]$.

Here, we continue the study of linear continuous-discrete systems with aftereffect in the frame of an approach developed in the previous works $[8,11,12]$. For a class of linear systems with continuous and discrete times and discrete memory, we consider the general linear boundary value problem and propose an explicit description of a family of uniquely solvable linear boundary value problems as a neighborhood of a fixed uniquely solvable boundary value problem. The description is based on an explicit representation of the principal components to the general solution representation such as the fundamental matrix and the Cauchy operator. In the study of the problems outside the class under consideration, the systems with discrete memory can be employed as a model or approximating ones. This can be useful as applied to systems with aftereffect under studying rough properties that hold under small disturbances of the parameters.

The system under consideration includes simultaneously two types of variables, namely, the state variables depending on the continuous time, $t \in[0, T]$, and the variables with dependence on the discrete time, $t \in\left\{0, t_{1}, \ldots, t_{\mu}\right\}$. A special feature of the systems is that the memory of the system operators is discrete and located at the points $t_{j}$, strictly preceding the current instant $t\left(t_{j}<t\right)$. Some applications of such systems in economic dynamics problems are presented in [16].

The proposed approach uses significantly the ideas and results of the theory of the Abstract Functional Differential Equation (AFDE) constructed by N. V. Azbelev and L. F. Rakhmatullina and systematically described in $[3,4]$. AFDE is the equation $\mathcal{L} y=f$ with the operator $\mathcal{L}$ acting from the Banach space $\mathbf{D}$ isomorphic to the direct product $\mathbf{B} \times R^{n}$, where $\mathbf{B}$ is a Banach space. The main idea of the applications of the AFDE theory is the appropriate choice of the $\mathbf{D}$ space when considering specific new problems. This choice allows, while remaining within the framework of the general theory, to apply standard schemes and statements when considering the tasks that previously required an individual approach and special design. This approach has demonstrated its effectiveness in the study of wide classes of actual problems (see [4]).

## 2 The system description

Let us introduce the Banach spaces where the operators and the equations are considered and describe the main subject. Fix a segment $[0, T] \subset R$. We denote by $L^{n}=L^{n}[0, T]$ the space of summable functions $v:[0, T] \rightarrow R^{n}$ with the norm $\|v\|_{L^{n}}=\int_{0}^{T}|v(s)|_{n} d s$, where $|\cdot|_{n}$ (or $|\cdot|$ for short if the dimension value is clear) stands for the norm in $R^{n} ; A C^{n}=A C^{n}[0, T]$ is the space of absolutely continuous functions $x:[0, T] \rightarrow R^{n}$ with the norm $\|x\|_{A C^{n}}=|x(0)|_{n}+\|\dot{x}\|_{L^{n}}$. Next, we fix the set $J=\left\{t_{0}, t_{1}, \ldots, t_{\mu}\right\}, 0=t_{0}<t_{1}<\cdots<t_{\mu}=T$. Let $F D^{\nu}=F D^{\nu}\left\{t_{0}, t_{1}, \ldots, t_{\mu}\right\}$ be the space of functions $z: J \rightarrow R^{\nu}$ under the norm

$$
\|z\|_{F D^{\nu}}=\sum_{i=0}^{\mu}\left|z\left(t_{i}\right)\right|_{\nu}
$$

In the sequel, for any pair of Banach spaces $X$ and $Y$ equipped with the norms $\|\cdot\|_{X}$ and $\|\cdot\|_{Y}$, we define the norm in the product $X \times Y$ by the equality $\|\cdot\|_{X \times Y}=\|\cdot\|_{X}+\|\cdot\|_{Y}$.

We consider the system

$$
\begin{align*}
\dot{x}(t) & =\sum_{j: t_{j}<t} A_{j}(t) x\left(t_{j}\right)+\sum_{j: t_{j}<t} B_{j}(t) z\left(t_{j}\right)+f(t), \quad t \in[0, T]  \tag{2.1}\\
z\left(t_{i}\right) & =\sum_{j<i} D_{i j} x\left(t_{j}\right)+\sum_{j<i} H_{i j} z\left(t_{j}\right)+g\left(t_{i}\right), \quad i=1, \ldots, \mu \tag{2.2}
\end{align*}
$$

Here, the columns of $(n \times n)$-matrices $A_{j}$ and $(n \times \nu)$-matrices $B_{j}$ belong to the space $L^{n}, f \in L^{n}$; $(\nu \times n)$-matrices $D_{i j}$ and $(\nu \times \nu)$-matrices $H_{i j}$ have constant elements, $g: J \rightarrow R^{\nu}$.

System (2.1), (2.2) is a special case of the general continuous-discrete system considered in detail in [11]. Theorem 1 [11] gives the representation of the general solution in the form

$$
\binom{x}{z}=\mathcal{Y}\binom{x(0)}{z(0)}+\mathcal{C}\binom{f}{g}
$$

where $z=\operatorname{col}\left(z\left(t_{1}\right), \ldots, z\left(t_{\mu}\right)\right), g=\operatorname{col}\left(g\left(t_{1}\right), \ldots, g\left(t_{\mu}\right)\right)$,

$$
\mathcal{Y}=\left(\begin{array}{ll}
\mathcal{Y}_{11} & \mathcal{Y}_{12} \\
\mathcal{Y}_{21} & \mathcal{Y}_{22}
\end{array}\right)
$$

is the fundamental matrix,

$$
\mathcal{C}=\left(\begin{array}{ll}
\mathcal{C}_{11} & \mathcal{C}_{12} \\
\mathcal{C}_{21} & \mathcal{C}_{22}
\end{array}\right)
$$

is the Cauchy operator. Here, the block components $\mathcal{Y}_{i j}, \mathcal{C}_{i j}, i, j=1,2$, are the operators acting as follows:

$$
\begin{aligned}
& \mathcal{Y}_{11}: R^{n} \rightarrow A C^{n}, \mathcal{Y}_{12}: R^{\nu} \rightarrow A C^{n}, \mathcal{Y}_{21}: R^{n} \rightarrow R^{\nu \mu}, \mathcal{Y}_{22}: R^{\nu} \rightarrow R^{\nu \mu} \\
& \mathcal{C}_{11}: L^{n} \rightarrow A C^{n}, \mathcal{C}_{12}: R^{\nu \mu} \rightarrow A C^{n}, \mathcal{C}_{21}: L^{n} \rightarrow R^{\nu \mu}, \mathcal{C}_{22}: R^{\nu \mu} \rightarrow R^{\nu \mu}
\end{aligned}
$$

In the sequel, we will use the explicit representation of $\mathcal{Y}$ and $\mathcal{C}$ obtained in [12] in terms of the system matrix parameters. To give the representation, we recall the following notation from [12]:

$$
\mathcal{A}_{i j}=\int_{0}^{t_{i}} A_{j}(s) \chi_{j}(s) d s, \quad \mathcal{B}_{i j}=\int_{0}^{t_{i}} B_{j}(s) \chi_{j}(s) d s
$$

where $\chi_{j}(s)$ is the characteristic function of $\left(t_{j}, T\right]$;

$$
\begin{array}{cl}
\mathcal{A}_{j}(t)=\int_{0}^{t} A_{j}(s) \chi_{j}(s) d s, & \mathcal{B}_{j}(t)=\int_{0}^{t} B_{j}(s) \chi_{j}(s) d s \\
\mathcal{D}_{i j}=D_{i j} \text { if } j<i, \quad \mathcal{D}_{i j}=0 \text { otherwise, } & \mathcal{H}_{i j}=H_{i j} \text { if } j<i, \quad \mathcal{H}_{i j}=0 \text { otherwise } \\
\mathcal{A}_{0}=\left(\mathcal{A}_{10}, \ldots, \mathcal{A}_{\mu 0}\right)^{\prime}, \quad \mathcal{B}^{0}=\left(\mathcal{B}_{10}, \ldots, \mathcal{B}_{\mu 0}\right)^{\prime}, \quad & \mathcal{D}_{0}=\left(\mathcal{D}_{10}, \ldots, \mathcal{D}_{\mu 0}\right)^{\prime}, \quad \mathcal{H}_{0}=\left(\mathcal{H}_{10}, \ldots, \mathcal{H}_{\mu 0}\right)^{\prime}
\end{array}
$$

(here and below, $(\cdot)^{\prime}$ stands for transposition);

$$
\begin{array}{cc}
\mathcal{A}=\left(\mathcal{A}_{i j}\right)_{i, j=1, \ldots, \mu}, & \mathcal{B}=\left(\mathcal{B}_{i j}\right)_{i, j=1, \ldots, \mu}, \\
\mathcal{A}=\left(\mathcal{A}_{i j}\right)_{i, j=1, \ldots, \mu}, & \mathcal{B}=\left(\mathcal{B}_{i j}\right)_{i, j=1, \ldots, \mu}, \\
\mathcal{D}=\left(\mathcal{D}_{i j}\right)_{i, j=1, \ldots, \mu}, & \left.\mathcal{H}=\left(\mathcal{D}_{i j}\right)_{i, j=1, \ldots, \mu}\right)_{i, j=1, \ldots, \mu}, \\
\mathcal{H}=\left(\mathcal{H}_{i j}\right)_{i, j=1, \ldots, \mu}, \\
P=\left(\begin{array}{cc}
\mathcal{E}+\mathcal{A}_{0} & \mathcal{B}_{0} \\
\mathcal{D}_{0} & \mathcal{H}_{0}
\end{array}\right),
\end{array}
$$

where $(n \mu \times n)$-matrix $\mathcal{E}$ is defined by the equality $\mathcal{E}=\left(E_{n}, \ldots, E_{n}\right)^{\prime} ;$

$$
\mathbf{A}=\left(\begin{array}{cc}
\mathcal{A} & \mathcal{B}  \tag{2.3}\\
\mathcal{D} & \mathcal{H}
\end{array}\right), \quad \mathbf{Q}=(\mathbf{E}-\mathbf{A})^{-1}
$$

Let us denote by $\mathbf{Y}$ the product $\mathbf{Q P}$ and employ for $\mathbf{Y}$ and $\mathbf{Q}$ the following block forms:

$$
\mathbf{Y}=\left(\begin{array}{ll}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{array}\right), \quad \mathbf{Q}=\left(\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right)
$$

with $(n \mu \times n)$-matrix $Y_{11},(n \mu \times \nu)$-matrix $Y_{12},(\nu \mu \times n)$-matrix $Y_{21},(\nu \mu \times \nu)$-matrix $Y_{22}$.

The blocks of the fundamental matrices $\mathcal{Y}$ are defined by the equalities

$$
\begin{gather*}
\mathcal{Y}_{11}=E_{n}+\mathcal{A}_{0}(t)+\sum_{j=1}^{\mu} \mathcal{A}_{j}(t) Y_{11}^{j}+\sum_{j=1}^{\mu} \mathcal{B}_{j}(t) Y_{21}^{j}  \tag{2.4}\\
\mathcal{Y}_{12}=\mathcal{B}_{0}(t)+\sum_{j=1}^{\mu} \mathcal{A}_{j}(t) Y_{12}^{j}+\sum_{j=1}^{\mu} \mathcal{B}_{j}(t) Y_{22}^{j}  \tag{2.5}\\
\mathcal{Y}_{21}=Y_{21}, \quad \mathcal{Y}_{22}=Y_{22} \tag{2.6}
\end{gather*}
$$

where $Y_{k 1}^{j}$ is the $j$-th group of $n$-rows to $Y_{k 1}, k=1,2$, and $Y_{k 2}^{j}$ is the $j$-th group of $\nu$-rows to $Y_{k 2}$, $k=1,2$. For more definiteness, we note that the following relationships take place for the solutions to the homogeneous system $(2.1),(2.2)(f=0, g=0)$ :

$$
\begin{array}{ll}
x\left(t_{j}\right)=Y_{11}^{j} x(0)+Y_{12}^{j} z(0), & j=1, \ldots, \mu \\
z\left(t_{j}\right)=Y_{21}^{j} x(0)+Y_{22}^{j} z(0), & j=1, \ldots, \mu
\end{array}
$$

As for the Cauchy operator $\mathcal{C}$, its blocks are defined by the following equalities:

$$
\left(\mathcal{C}_{11} f\right)(t)=\int_{0}^{t}\left\{E_{n}+\sum_{k=1}^{\mu}\left[\int_{s}^{t} \sum_{j=1}^{\mu}\left(A_{j}(\tau) Q_{11}^{j k}+B_{j}(\tau) Q_{21}^{j k}\right) \chi_{\left(t_{j}, T\right]}(\tau) d \tau\right] \chi_{\left[0, t_{k}\right]}(s)\right\} f(s) d s
$$

where $Q_{11}^{j k}$ is the $k$-th group of $n$-columns to $Q_{11}^{j}, Q_{21}^{j k}$ is the $k$-th group of $n$-columns to $Q_{21}^{j}$ (the expression inside of $\{\cdots\}$ is the Cauchy matrix $C_{11}(t, s)$ );

$$
\left(\mathcal{C}_{12} g\right)(t)=\int_{0}^{t}\left\{\sum_{k=1}^{\mu}\left[\sum_{j=1}^{\mu}\left(A_{j}(s) Q_{12}^{j k}+B_{j}(s) Q_{22}^{j k}\right) \chi_{\left(t_{j}, T\right]}(s)\right] g\left(t_{k}\right)\right\} d s
$$

where $Q_{12}^{j k}$ is the $k$-th group of $\nu$-columns to $Q_{12}^{j}, Q_{22}^{j k}$ is the $k$-th group of $\nu$-columns to $Q_{22}^{j}$ ( $Q_{i \ell}^{j}$ are defined in a perfect analogy with $\left.Y_{i \ell}^{j}, i, \ell=1,2\right)$;

$$
\mathcal{C}_{21} f=Q_{21}\left(\int_{0}^{t_{1}} f(s) d s, \ldots, \int_{0}^{t_{\mu}} f(s) d s\right)^{\prime}, \mathcal{C}_{22} g=Q_{22}\left(g\left(t_{1}\right), \ldots, g\left(t_{\mu}\right)\right)^{\prime}
$$

It should be noted that all components of $\mathcal{Y}$ and $\mathcal{C}$ are expressed explicitly in the terms of coefficients of the system under consideration with the use of the matrix $\mathbf{Q}=(\mathbf{E}-\mathbf{A})^{-1}$.

## 3 Formulation of the problem

We consider the general linear boundary value problem (BVP) for system (2.1), (2.2) with the general linear boundary conditions

$$
\begin{equation*}
\ell\binom{x}{z}=\alpha \tag{3.1}
\end{equation*}
$$

where $\ell: A C^{n} \times F D^{\nu} \rightarrow R^{n+\nu}$ is a linear bounded vector-functional, $\alpha \in R^{n+\nu}$. Let us recall the general representation of such a vector-functional

$$
\ell\binom{x}{z}=\Psi x(0)+\int_{0}^{T} \Phi(s) \dot{x}(s) d s+\Gamma_{0} z(0)+\sum_{j=1}^{\mu} \Gamma_{j} z\left(t_{j}\right)
$$

where $\Psi$ is a constant $((n+\nu) \times n)$-matrix, $\Gamma_{j}, j=0, \ldots, \mu$, are constant $((n+\nu) \times \nu)$-matrices, the elements of a $((n+\nu) \times n)$-matrix $\Phi$ are measurable and bounded in essence on $[0, T]$.

To formulate the necessary and sufficient condition of the unique solvability to BVP (2.1), (2.2), (3.1), we introduce the extended fundamental matrix $\widetilde{\mathcal{Y}}$ :

$$
\widetilde{\mathcal{Y}}=\left(\begin{array}{cc}
\mathcal{Y}_{11} & \mathcal{Y}_{12} \\
0 & E_{\nu} \\
\mathcal{Y}_{21} & \mathcal{Y}_{22}
\end{array}\right)
$$

Next, define the $((n+\nu) \times(n+\nu))$-matrix

$$
M=\ell \widetilde{\mathcal{Y}}=\left(\ell \widetilde{y}_{1}, \ldots, \ell \widetilde{y}_{n+\nu}\right)
$$

where $\widetilde{y}_{k}, k=1, \ldots, n+\nu$, is the $k$-th column of $\widetilde{\mathcal{Y}}$.
Note that due to $(2.4),(2.5)$ and (2.6), we have the following explicit representation of $M$ :

$$
\begin{aligned}
& M=\left(\Psi+\sum_{j=0}^{\mu} \int_{t_{j}}^{T} \Phi(t)\left[A_{j}(t) Y_{11}^{j}+B_{j}(t) Y_{21}^{j}\right] d t+\sum_{i=0}^{\mu} \Gamma_{i} Y_{21}^{i},\right. \\
& \left.\sum_{j=0}^{\mu} \int_{t_{j}}^{T} \Phi(t)\left[A_{j}(t) Y_{12}^{j}+B_{j}(t) Y_{22}^{j}\right] d t+\sum_{i=0}^{\mu} \Gamma_{i} Y_{22}^{i}\right),
\end{aligned}
$$

BVP (2.1), (2.2), (3.1) is uniquely solvable for any $f \in L^{n}, g \in F D^{\nu}$ if and only if the matrix $M$ is invertible [8, Theorem 1].

To give a description to a family of systems of form (2.1), (2.2), we introduce a more convenient notation. Denote by $\mathcal{T}_{11}$ the operator acting on $x$ in the right-hand side of (2.1) and by $\mathcal{T}_{12}$ the operator acting on $z$ in the right-hand side of (2.1). For subsystem (2.2), operators $\mathcal{T}_{21}$ and $\mathcal{T}_{22}$ are introduced in exactly the same way. Further, define the operator $\mathcal{L}$ by the equality

$$
\mathcal{L}\binom{x}{z}=\binom{\dot{x}}{z}-\left(\begin{array}{ll}
\mathcal{T}_{11} & \mathcal{T}_{12} \\
\mathcal{T}_{21} & \mathcal{T}_{22}
\end{array}\right)\binom{x}{z} .
$$

Thus system (2.1),(2.2) can be written in a short form

$$
\mathcal{L}\binom{x}{z}=\binom{f}{g} .
$$

In the sequel, we will write $\mathcal{L}^{0}$, referring to a system with all coefficients provided with the upper index $0\left(A_{j}^{0}(t), B_{j}^{0}(t)\right.$, and so on) and assume all such parameters to be fixed. As for the parameters to the operator $\mathcal{L}$, they are considered as arbitrary ones. Everything that has been said about indexing using the superscript, applies also to the fundamental matrices $\mathcal{Y}, \mathcal{Y}^{0}$, the Cauchy operators $\mathcal{C}, \mathcal{C}^{0}$ and to matrices $M, M^{0}$.

Assume that the BVP

$$
\mathcal{L}^{0}\binom{x}{z}=\binom{f}{g}, \quad \ell\binom{x}{z}=\alpha
$$

is uniquely solvable, i.e., $M^{0}$ is invertible. Our goal is to give a description of the set of operators $\mathcal{L}$ for which the property of the unique solvability is saved in a neighborhood of $\mathcal{L}^{0}$. Our consideration is based on the assertion that the inequality

$$
\begin{equation*}
\left\|\ell \widetilde{\mathcal{Y}}-\ell \widetilde{\mathcal{Y}}^{0}\right\|<\frac{1}{\left\|\left(M^{0}\right)^{-1}\right\|} \tag{3.2}
\end{equation*}
$$

ensures the invertibility of $\ell \widetilde{\mathcal{Y}}$ (see, e.g., [10, Theorem 3.6.3]) and, therefore, the unique solvability of the BVP

$$
\begin{equation*}
\mathcal{L}\binom{x}{z}=\binom{f}{g}, \quad \ell\binom{x}{z}=\alpha \tag{3.3}
\end{equation*}
$$

## 4 The main result

To give a description of the neighborhood mentioned above, we introduce some characteristics expressed in terms of parameters of the problem under consideration:

$$
\begin{aligned}
& \theta_{11}=\sum_{j=0}^{\mu}\left\|A_{j}\right\|, \text { where }\left\|A_{j}\right\|=\int_{t_{j}}^{T}\left\|A_{j}(t)\right\|_{R^{n} \rightarrow R^{n}} d t, \\
& \theta_{12}=\max \left\{\left\|B_{j}\right\|, j=0, \ldots, \mu\right\}, \text { where }\left\|B_{j}\right\|=\int_{t_{j}}^{T}\left\|B_{j}(t)\right\|_{R^{\nu} \rightarrow R^{n}} d t, \\
& \theta_{21}=\sum_{j=0}^{\mu} \sum_{i=j+1}^{\mu}\left\|D_{i j}\right\|, \text { where }\left\|D_{i j}\right\|=\left\|D_{i j}\right\|_{R^{n} \rightarrow R^{\nu}}, \\
& \theta_{22}=\max \left\{\sum_{i=j+1}^{\mu}\left\|H_{i j}\right\|, j=0, \ldots, \mu\right\}, \text { where }\left\|H_{i j}\right\|=\left\|H_{i j}\right\|_{R^{\nu} \rightarrow R^{\nu}}, \\
& \Theta=\max \left\{\theta_{11}+\theta_{21}, \theta_{12}+\theta_{22}\right\} .
\end{aligned}
$$

Next, introduce the characteristics for the difference $\mathcal{L}-\mathcal{L}^{0}$. Define

$$
\begin{gathered}
\theta_{11}^{d}=\sum_{j=0}^{\mu}\left\|A_{j}-A_{j}^{0}\right\|, \quad \theta_{12}^{d}=\max \left\{\left\|B_{j}-B_{j}^{0}\right\|, j=0, \ldots, \mu\right\}, \\
\theta_{21}^{d}=\sum_{j=0}^{\mu} \sum_{i=j+1}^{\mu}\left\|D_{i j}-D_{i j}^{0}\right\|, \quad \theta_{22}^{d}=\max \left\{\sum_{i=j+1}^{\mu}\left\|H_{i j}-H_{i j}^{0}\right\|, j=0, \ldots, \mu\right\}, \\
\Theta^{d}=\max \left\{\theta_{11}^{d}+\theta_{21}^{d}, \theta_{12}^{d}+\theta_{22}^{d}\right\} .
\end{gathered}
$$

Now, we get

$$
\left\|\mathcal{L}-\mathcal{L}^{0}\right\| \leq \Theta^{d}
$$

Next, put

$$
\begin{aligned}
& c_{11}^{0}=1+\sum_{k=1}^{\mu} \sum_{j=1}^{\mu} \int_{t_{j}}^{T}\left\|A_{j}^{0}(t)\left(Q_{11}^{0}\right)^{j k}+B_{j}^{0}(t)\left(Q_{21}^{0}\right)^{j k}\right\| d t, \\
& c_{12}^{0}=\max \left\{\sum_{k=1}^{\mu} \int_{t_{j}}^{T}\left\|A_{j}^{0}(t)\left(Q_{12}^{0}\right)^{j k}+B_{j}^{0}(t)\left(Q_{22}^{0}\right)^{j k}\right\| d t, j=1, \ldots, \mu\right\}, \\
& c_{21}^{0}=\sum_{j=1}^{\mu} \sum_{k=1}^{\mu}\left\|\left(Q_{21}^{0}\right)^{j k}\right\|, \\
& c_{22}^{0}=\max \left\{\sum_{j=1}^{\mu}\left\|\left(Q_{21}^{0}\right)^{j k}\right\|, k=1, \ldots, \mu\right\}
\end{aligned}
$$

and

$$
C^{0}=\max \left\{c_{11}^{0}+c_{21}^{0}, c_{12}^{0}+c_{22}^{0}\right\} .
$$

Finally, let us define the constants $\lambda$ and $m$ by the inequalities

$$
\lambda \geq\|\ell\|, \quad m \geq\left\|\left(M^{0}\right)^{-1}\right\| .
$$

Theorem 4.1. Let the inequality

$$
\begin{equation*}
\Theta^{d}<\frac{1}{C^{0}\left(\lambda m C^{0}\left(\Theta^{0}+1\right)+\lambda m+1\right)} \tag{4.1}
\end{equation*}
$$

be fulfilled. Then any $B V P(3.3)$ is uniquely solvable.

Proof. First, we obtain an estimate of $\left\|\widetilde{\mathcal{Y}}-\widetilde{\mathcal{Y}}^{0}\right\|$ in terms of $\left\|\mathcal{L}-\mathcal{L}^{0}\right\|$. Here and in the sequel, we omit subscripts in the notation of the norms, the choice of spaces is usually clear. For instance, $\|\widetilde{\mathcal{Y}}\|$ means $\|\widetilde{\mathcal{Y}}\|_{A C^{n \times n} \times F D^{\nu \times \nu}}$.

Note that $\left\|\widetilde{\mathcal{Y}}-\widetilde{\mathcal{Y}}^{0}\right\|=\left\|\mathcal{Y}-\mathcal{Y}^{0}\right\|$, so we operate with $\mathcal{Y}$ and $\mathcal{Y}^{0}$. By definition, $\mathcal{Y}$ is the solution to the Cauchy problem

$$
\mathcal{L} \mathcal{Y}=0, \quad \mathcal{Y}(0)=\mathbb{E}
$$

where $\mathbb{E}=E_{n+\nu}$.
Introducing $\mathcal{U}=\mathcal{Y}-\mathbb{E}$, we observe that

$$
\begin{equation*}
\mathcal{L U}=-\mathcal{L} \mathbb{E}, \quad \mathcal{U}(0)=0 \tag{4.2}
\end{equation*}
$$

Note that $\mathcal{U}-\mathcal{U}^{0}=\mathcal{Y}-\mathcal{Y}^{0}$. Let $\Lambda$ be the narrowing of $\mathcal{L}$ onto $A C_{0}^{n} \times F D_{0}^{\nu}$, the subspace of $A C^{n} \times F D^{\nu}$ with zero element values at point 0 . Hence (4.2) can be written as the equation

$$
\Lambda \mathcal{U}=-\mathcal{L} \mathbb{E}
$$

and $\Lambda^{-1}=\mathcal{C}$. Next, we denote $F=-\mathcal{L E}, F^{0}=-\mathcal{L}^{0} \mathbb{E}$, and get $\mathcal{U}=\mathcal{C} F$ and $\mathcal{U}^{0}=\mathcal{C}^{0} F^{0}$. Further,

$$
\mathcal{U}-\mathcal{U}^{0}=\mathcal{C} F-\mathcal{C}^{0} F^{0}=\mathcal{C} F-\mathcal{C}^{0} F^{0}+\mathcal{C}^{0} F-\mathcal{C}^{0} F=\left(\mathcal{C}-\mathcal{C}^{0}\right) F+\mathcal{C}^{0}\left(F-F^{0}\right)
$$

By virtue of Theorem 3.6.3 from [10], we have

$$
\left\|\mathcal{C}-\mathcal{C}^{0}\right\| \leq \frac{\left\|\Lambda-\Lambda^{0}\right\| \cdot\left\|\mathcal{C}^{0}\right\|^{2}}{1-\left\|\Lambda-\Lambda^{0}\right\| \cdot\left\|\mathcal{C}^{0}\right\|}
$$

under the condition

$$
\left\|\Lambda-\Lambda^{0}\right\| \cdot\left\|\mathcal{C}^{0}\right\|<1
$$

Now, we have the estimation

$$
\left\|\mathcal{U}-\mathcal{U}^{0}\right\| \leq \frac{\left\|\Lambda-\Lambda^{0}\right\| \cdot\left\|\mathcal{C}^{0}\right\|}{1-\left\|\Lambda-\Lambda^{0}\right\| \cdot\left\|\mathcal{C}^{0}\right\|} \cdot\left\|\mathcal{C}^{0}\right\| \cdot\|F\|+\left\|\mathcal{C}^{0}\right\| \cdot\left\|F-F^{0}\right\|
$$

or, taking into account the inequalities

$$
\|F\| \leq\left\|F^{0}\right\|+\left\|F-F^{0}\right\|, \quad\left\|F-F^{0}\right\| \leq\left\|\mathcal{L}-\mathcal{L}^{0}\right\| \cdot\|\mathbb{E}\|
$$

we get

$$
\left\|\mathcal{U}-\mathcal{U}^{0}\right\| \leq \frac{\left\|\Lambda-\Lambda^{0}\right\| \cdot\left\|\mathcal{C}^{0}\right\|}{1-\left\|\Lambda-\Lambda^{0}\right\| \cdot\left\|\mathcal{C}^{0}\right\|} \cdot\left\|\mathcal{C}^{0}\right\| \cdot\left(\left\|F^{0}\right\|+\left\|F-F^{0}\right\|\right)+\left\|\mathcal{C}^{0}\right\| \cdot\left\|\mathcal{L}-\mathcal{L}^{0}\right\| \cdot\|\mathbb{E}\|
$$

From this it follows that under the condition

$$
\left\|\mathcal{C}^{0}\right\| \cdot \max \left\{\left\|\Lambda-\Lambda^{0}\right\|,\left\|\mathcal{L}-\mathcal{L}^{0}\right\|\right\} \leq \Delta<1
$$

the estimate

$$
\left\|\mathcal{U}-\mathcal{U}^{0}\right\| \leq \frac{\Delta\left(\left\|\mathcal{C}^{0}\right\| \cdot\left\|F^{0}\right\|+\|\mathbb{E}\|\right)}{1-\Delta}
$$

holds, or

$$
\left\|\ell \tilde{\mathcal{Y}}-\ell \widetilde{\mathcal{Y}}^{0}\right\| \leq \frac{\lambda \Delta\left(\left\|\mathcal{C}^{0}\right\| \cdot\left\|F^{0}\right\|+\|\mathbb{E}\|\right)}{1-\Delta} \leq \frac{\lambda \Delta\left(C^{0} \cdot\left(\Theta^{0}+1\right)+1\right)}{1-\Delta}
$$

Here, the latter inequality follows from the estimates $\left\|\mathcal{C}^{0}\right\| \leq C^{0}$ and $\left\|F^{0}\right\| \leq 1+\Theta^{0}$, since

$$
\left\|\mathcal{T}_{11}\right\| \leq \theta_{11}, \quad\left\|\mathcal{T}_{12}\right\| \leq \theta_{12}, \quad\left\|\mathcal{T}_{21}\right\| \leq \theta_{21}, \quad\left\|\mathcal{T}_{22}\right\| \leq \theta_{22}
$$

for $\mathcal{T}=\left(\mathcal{T}_{i k}\right)_{i, k=1,2}$ we have $\|\mathcal{T}\| \leq \Theta$ and $\|\mathcal{L}\| \leq 1+\Theta$. Let us recall the use of the upper index 0 to refer to a fixed system and its parameters. In doing so, we get

$$
\left\|\mathcal{L}^{0}\right\| \leq 1+\Theta^{0}
$$

where all $\theta_{i k}^{0}$ correspond to the fixed system with the coefficients indexed by 0 .
Solving the inequality

$$
\frac{\Delta\left(C^{0} \cdot\left(\Theta^{0}+1\right)+1\right)}{1-\Delta}<\frac{1}{\lambda m}
$$

with respect to $\Delta$ and taking into account that $\Theta^{d} \geq \max \left\{\left\|\Lambda-\Lambda^{0}\right\|,\left\|\mathcal{L}-\mathcal{L}^{0}\right\|\right\}$, we find that inequality (4.1) ensures inequality (3.2).

## 5 An example

Consider the system

$$
\begin{align*}
\dot{x}(t)= & 0.5 x(0)+0.5 \sin (t) \chi_{(1,4]}(t) x(1)+0.1 \exp (-0.1 t) \chi_{(2,4]}(t) x(2)+0.1 t^{2} \chi_{(3,4]}(t) x(3) \\
& +0.3 t z(0)+0.2 \chi_{(1,4]}(t) z(1)+0.1 t^{2} \chi_{(2,4]}(t) z(2)+0.15 \chi_{(3,4]}(t) z(3)+f(t), \quad t \in[0,4],  \tag{5.1}\\
z(i)= & 0.4 x(0)+0.5 \chi_{(1,4]}(i) x(1)+0.4 \chi_{(2,4]}(i) x(2)+0.3 \chi_{(3,4]}(i) x(3) \\
& +0.2 i z(0)+0.2 \chi_{(1,4]}(i) z(1)+0.3 \chi_{(2,4]}(i) z(i)+0.15 \chi_{(3,4]}(i) z(3)+g(i), \quad i=1, \ldots, 4, \tag{5.2}
\end{align*}
$$

for which the fundamental matrix and the Cauchy operator are constructed in [12]. For the case of the BVP with the boundary conditions

$$
x(0)=0.2 x(4), \quad z(0)=0.2 z(4)
$$

by immediate calculations we obtain

$$
\lambda=1, \quad m=2, \Theta^{0}=6.3, \quad C^{0}=14
$$

Thus the condition $\Theta^{d} \leq 0.00034$ ensures the unique solvability of the BVP for all systems in the 0.00034 -neighborhood of system (5.1), (5.2).
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