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ON SOME NONLINEAR BOUNDARY VALUE PROBLEMS
ON A FINITE AND AN INFINITE INTERVALS FOR

SYSTEMS OF FUNCTIONAL DIFFERENTIAL EQUATIONS

Abstract. For nonlinear advanced functional differential systems, sufficient conditions for the
solvability of nonlinear nonlocal boundary value problems on a finite and an infinite intervals are
found.
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Let a > 0, R+ = [0,+∞[ , and R− = ]−∞, 0]. In a finite interval [0, a] and an infinite interval R+,
we consider the boundary value problems

dui(t)

dt
= gi

(
t, u1(δi1(t)), . . . , un(δin(t))

)
(i = 1, . . . , n), (1)

φ(u1, . . . , un) = 0, uk(a) = φk(un(a)) (k = 1, . . . , n− 1) (2)

and
dui(t)

dt
= fi

(
t, u1(τi1(t)), . . . , un(τin(t))

)
(i = 1, . . . , n), (3)

φ(u1, . . . , un) = 0, (4)

respectively.
Throughout the paper it is assumed that gi : [0, a]× Rn

+ → R− (i = 1, . . . , n), fi : R+ × Rn
+ → R−

(i = 1, . . . , n), φk : R+ → R+ (k = 1, . . . , n−1), δik : [0, a] → [0, a] (i, k = 1, . . . , n), and τik : R+ → R+

(i, k = 1, . . . , n) are continuous functions such that

gi(t, 0, . . . , 0)=0 for 0≤ t≤a, φk(0)=0 (i=1, . . . , n; k=1, . . . , n− 1),

δik(t) > t for a ≤ t < b (i, k = 1, . . . , n), (5)
fi(t, 0, . . . , 0) = 0 for t ∈ R+ (i = 1, . . . , n),

and
τik(t) > t for t ∈ R+ (i, k = 1, . . . , n). (6)

As for φ : C([0, a];Rn
+) → R, it is a continuous functional, bounded on every bounded subset of the

set C([0, a];Rn
+) and satisfies the inequality

φ(0, . . . , 0) < 0.

A continuously differentiable vector function (u1, . . . , un) : [0, a] → Rn
+ ((u1, . . . , un) : R+ → Rn

+)
is said to be a solution of the problem (1), (2) (of the problem (3), (4)) if it:

(i) satisfies the system (1) (the system (3)) in the interval [0, a] (in the interval R+);
(ii) satisfies the equalities (2) (the equality (4)).
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It is natural to call the problems (1), (2) and (3), (4) the Kneser type nonlinear problems on a finite
and an infinite intervals. In the case, where δik(t) ≡ t and τik(t) ≡ t (i, k = 1, . . . , n), such problems
and their different particular cases are investigated in detail (see, e.g., [1–7, 9–16] and the references
therein). For two-dimensional nonlinear advanced functional differential systems, the nonlinear Kneser
problem is studied in [8]. In the case, where n > 2 and the functions δik and τik (i, k = 1, . . . , n)
satisfy the inequalities (5) and (6), the problems (1), (2) and (3), (4) remain practically unstudied.

In the paper, conditions guaranteeing, respectively, the solvability and unique solvability of the
problem (1), (2) are established. On the basis of these results sufficient conditions for the solvability
of the problem (3), (4) are found.

For any ρ ≥ 0 and m ∈ {1, . . . , n} we put

Rm
ρ+

= {(x1, . . . , xm) ∈ Rm : x1 > ρ, . . . , xm > ρ} .

The following theorem is valid.

Theorem 1. Let there exist numbers m ∈ {1, . . . , n} and ρ > 0 such that

φ(u1, . . . , un) > 0 for (u1, . . . , um) ∈ C([0, a];Rm
ρ+), (u1, . . . , un) ∈ C([0, a];Rn

+) (7)

and
lim inf
x→+∞

φi(x) > ρ (i = 1, . . . ,m0), where m0 = min{m,n− 1}. (8)

Then the problem (1), (2) has at least one solution.

The particular case of (2) are the boundary conditions

n∑
i=1

a∫
0

φ0i(ui(s)) dσi(s) = c, uk(a) = φk(un(a)) (k = 1, . . . , n− 1), (9)

where c ∈ R, φ0i : R+ → R+ (i = 1, . . . , n) are continuous functions, while σi : [0, a] → R (i = 1, . . . , n)
is a nondecreasing functions such that

φ0i(0) = 0, σi(b)− σi(a) > 0 (i = 1, . . . , n).

Theorem 1 yields the following corollary.

Corollary 1. If either
lim

x→+∞
φ01(x) = +∞, lim

x→+∞
φ1(x) = +∞, (10)

or
lim

x→+∞
φ0n(x) = +∞, (11)

then the problem (1), (9) has at least one solution.

Theorem 2. Let gi (i = 1, . . . , n) be nonincreasing in the phase variables functions satisfying the
local Lipschitz conditions in those arguments, and φk (k = 1, . . . , n− 1) be increasing functions. Let,
moreover,

φ(u1 + v1, . . . , un + vn) > φ(u1, . . . , un)

for (u1, . . . , un) ∈ C([0, a];Rn
+), (v1, . . . , vn) ∈ C([0, a];Rn

0+),
(12)

and for some m ∈ {1, . . . , n} and ρ > 0 the conditions (7), (8) be fulfilled. Then the problem (1), (2)
has one and only one solution.

Corollary 2. Let gi (i = 1, . . . , n) be nonincreasing in the phase variables functions satisfying the
local Lipschitz conditions in those arguments, φ0i (i = 1, . . . , n) be nondecreasing functions, and φk

(k = 1, . . . , n− 1) be increasing functions. Let, moreover, either φ01 be an increasing function and the
condition (10) be satisfied, or φ0n be an increasing function and the condition (11) be satisfied. Then
the problem (1), (9) has one and only one solution.



On Some Nonlinear BVPs on a Finite and an Infinite Intervals for Systems of FDEs 139

If for some a0 ∈ ]0, a[ the equalities

δik(t) = b for a0 ≤ t ≤ a (i, k = 1, . . . , n) (13)

are fulfilled, then the unique solvability of the problem (1), (2) can be proved also in the case where
the functions gi (i = 1, . . . , n) are not locally Lipschitz in the phase variables. More precisely, the
following theorem is valid.

Theorem 3. Let gi (i = 1, . . . , n) be nonincreasing in the phase variables functions, and φk (k =
1, . . . , n− 1) be increasing functions. Let, moreover, the conditions (7), (8), (12) and (13) hold. Then
the problem (1), (2) has one and only one solution.

As an example, we consider the differential system

dui(t)

dt
=

n∑
k=1

pik(t)u
λik

k (δik(t)) (i = 1, . . . , n) (14)

with the boundary conditions
n∑

i=1

ℓ0iu
µ0i

i (0) = c0, uk(a) = ℓku
µk(a) (k = 1, . . . , n− 1), (15)

where ℓ0i ≥ 0, µ0i > 0, ℓk > 0, µk > 0 (i = 1, . . . , n; k = 1, . . . , n− 1), c0 > 0, and
n∑

i=1

ℓ0i > 0.

Corollary 2 and Theorem 3 imply the following corollary.

Corollary 3. Let either
λik ≥ 1 (i, k = 1, . . . , n),

or for some a0 ∈ ]0, a[ the equalities (13) hold. Then the problem (14), (15) has one and only one
solution.

Finally we give the theorems on the solvability of the problem (3), (4), i.e. of the nonlinear Kneser
problem on the infinite interval.

Theorem 4. Let there exist numbers ρ > 0, b0 > a and nondecreasing in the second argument
continuous functions f0k : [a, b]× R+ → R+ (k = 1, . . . , n− 1) such that

φ(u1, . . . , un) > 0 for u1 ∈ C([0, a];Rρ+), (u1, . . . , un) ∈ C([0, a];Rn
+),

fk(t, x1, . . . , xn) ≤ −f0k(t, xk+1) for a ≤ t ≤ b, (x1, . . . , xn) ∈ Rn
+ (k = 1, . . . , n− 1),

and

lim
x→+∞

t2∫
t1

f0k(s, x) ds = +∞ for a ≤ t1 < t2 ≤ b (k = 1, . . . , n− 1).

Then the problem (3), (4) has at least one solution.

Theorem 5. Let there exist a number ρ > 0 such that

φ(u1, . . . , un) > 0 for u1 + · · ·+ un ∈ C([0, a];Rρ+), (u1, . . . , un) ∈ C([0, a];Rn
+).

Then the problem (3), (4) has at least one solution.
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