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Abstract. The present paper deals with the existence theory of initial
and initial boundary value problems for the first order partial functional
differential equations with unbounded delay. Strongly coupled quasilinear
functional differential systems in the Schauder canonic form and nonlinear
equations are considered. We give sufficient conditions for the existence,
uniqueness and continuous dependence on data of generalized or classical
solutions. In the case of quasilinear systems we apply the method of bichar-
acteristics. Existence theorems for nonlinear initial problems which are
global with respect to spatial variables and for nonlinear mixed problems
are proved by using the method of successive approximations. Results for
nonlinear initial problems on the Haar pyramid are based on the fixed point
method.
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Preface

Up to now numerous papers have been published on first order partial
differential functional equations. It is not our aim to show a full review of
papers concerning initial or initial boundary value problems for differential
functional equations with first order partial derivatives. We will mention
only those which contain such reviews. Differential inequalities were con-
sidered in [4], [5], [20], [38]. Uniqueness of solutions and continuous depen-
dence of solutions on data were investigated in [1], [6], [27], [37]. Existence
of classical or generalized solutions was studied in [3], [34], [39], [40]. In
all these problems the initial or boundary functions are given on sets which
are subsets of (a, b)×Rn where a, b are finite. The monograph [22] contains
an exposition of recent developments of hyperbolic functional differential
equations.

There are various concepts of a solution of a functional differential equa-
tion. Generalized solutions in the Carathéodory sense were considered in
[13], [39], classical solutions were studied in [3], [14]. Cinquini Cibrario
solutions ([9], [10], [31]) form a class of solutions placed between classical
solutions and Carathéodory solutions and both inclusions are strict. The as-
sumptions that the right-hand side of an equation is continuous is sufficient
to prove that a C-C solution of such equation is classical. Continuous func-
tions satisfying integral systems obtained by integrating differential equa-
tions along bicharacteristics were investigated in [32]. Viscosity solutions
of Hamilton–Jacobi equations were considered in [37], [38].

We mention a few methods of proving the existence of generalized or
classical solutions. The method of bicharacteristics for quasilinear differen-
tial systems was introduced in [7], [8]. It was adopted in [14] for functional
differential problems. The method of quasilinearization of nonlinear differ-
ential problems was treated in [9], [10]. This method is used in [6], [31] for
functional differential problems. The idea of successive approximations was
first introduced for differential systems in [41]. By means of this method,
the first results on classical solutions to functional differential problems were
obtained ([3], [21], [36]). The fixed point method is based on the Banach
fixed point theorem. This method was used in [19] for classical solutions to
nonlinear problems.

Partial differential equations with unbounded delay were first investi-
gated in [23]. In that paper, a system of axioms for the phase space is
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4 D. Jaruszewska-Walczak

formulated and existence results for initial problems to quasilinear systems
are obtained. Methods used in [23] are extended in [15] to initial bound-
ary value problems. The paper [16] initiated investigations of nonlinear
hyperbolic functional differential equations with unbounded delay.

The present paper deals with first order partial functional differential
equations with unbounded delay. Our aim is to give a systematic presenta-
tion of the existence theory of initial and initial boundary value problems.
Strongly coupled quasilinear functional differential systems in the Schauder
canonic form and nonlinear equations are considered. The first type theo-
rems in the paper deal with initial problems which are global or local with
respect to spatial variables, while the theorems of the second type are con-
cerned with initial boundary value problems.

In this paper we use general ideas concerning axiomatic approach to
equations with unbounded delay which were introduced for ordinary dif-
ferential equations in [18], [30] (see also [11]). In the case of quasilinear
systems we apply the method of bicharacteristics. It was widely studied
in non-functional setting in [7], [8]. Initial and mixed problems for weakly
coupled quasilinear systems with unbounded delay were investigated in [26].
We extend these results to strongly coupled quasilinear Schauder systems
(compare [17]). For nonlinear initial problems which are global with respect
to spatial variables and for nonlinear mixed problems we exploit the ideas
introduced in [28], [29] and used in [12], [24]. Results for nonlinear initial
problems on the Haar pyramid are based on the fixed point method. The
set of axioms for phase spaces which we use to initial, global with respect
to spatial variables, problems and mixed problems was introduced in [26].
The systems of axioms for initial problems on the Haar pyramid are new.

The present work is organized in the following way. In Chapter 1 we
give a system of axioms and examples of phase spaces. We consider initial
problems which are global with respect to spatial variables for quasilinear
systems in the Schauder canonic form. We prove theorems on existence
and uniqueness of weak solutions and continuous dependence upon initial
data. The same set of axioms of phase spaces is used in Chapters 2, 3
and 4. In Chapter 2 initial problems for nonlinear equations which are
global with respect to spatial variables and classical unbounded solutions are
studied. Chapter 3 deals with initial boundary value problems for Schauder
systems. Results on the existence of Carathédory solutions are proved. In
Chapter 4 we consider mixed problems for nonlinear equations. We prove a
theorem on solutions in the Cinquini Cibrario sense. Chapter 5 is devoted
to initial problems on the Haar pyramid. In the case of quasilinear Schauder
systems we give sufficient conditions for existence of generalized solutions
as well as results on continuous dependence on initial functions. Finally, we
prove theorems on classical solutions to nonlinear weakly coupled systems.
Examples of differential equations with a deviated argument and differential
integral equations can be derived from a general model by specializing the
given functions.



CHAPTER 1

Initial Problems for Quasilinear Systems

1.1. Introduction

Let B = (−∞, 0] × [−r, r], r ∈ Rn+, R+ = [0,+∞). Given a function

z : (−∞, a] × Rn → Rk, a > 0, and a point (t, x) ∈ (−∞, a] × Rn, we
consider the function z(t,x) : B → Rk defined by

z(t,x)(s, y) = z(t+ s, x+ y), (s, y) ∈ B.

The function z(t,x) is the restriction of z to the set (−∞, t] × [x − r, x + r]
shifted to the set B. We denote by Mk×m the space of all k ×m matrices
with real elements. For x = (x1, . . . , xn) ∈ Rn, p = (p1, . . . , pk) ∈ Rk and
C = [cij ]i=1,...,k, j=1,...,m ∈Mk×m, we put

‖x‖ =

n∑

i=1

|xi|, ‖p‖∞ = max
{
|pi| : 1 ≤ i ≤ k

}
,

‖C‖∞ = max
{ m∑

j=1

|cij | : 1 ≤ i ≤ k
}
.

If C ∈ Mk×m, then CT denotes the transposed matrix. For C,D ∈ Mk×k,
C = [cij ]i,j=1,...,k, D = [dij ]i,j=1,...,k, we define

C ∗D = [d1, . . . , dk]
T , di =

k∑

j=1

cijdji, 1 ≤ i ≤ k.

Vectorial inequalities are understood to hold componentwise. Let X be a
linear space with the norm ‖ · ‖X consisting of functions mapping the set B
into Rk. Suppose that

A : [0, a]×Rn ×X →Mk×k, A = [Aij ]i,j=1,...,k,

% : [0, a]×Rn ×X →Mk×n, % = [%ij ]i=1,...,k, j=1,...,n,

f : [0, a]×Rn ×X → Rk, f = (f1, . . . , fk), ϕ : (−∞, 0]×Rn → Rk

are given functions. Assume that ψ : [0, a] × Rn → Rn+1, ψ = (ψ0, ψ
′),

ψ′ = (ψ1, . . . , ψn), and we require that ψ0(t, x) ≤ t for (t, x) ∈ [0, a] × Rn.
Let us denote by z = (z1, . . . , zk) an unknown function of the variables
(t, x), x = (x1, . . . , xn). We consider the system of differential functional
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6 D. Jaruszewska-Walczak

equations in the Schauder canonic form

k∑

j=1

Aij(t, x, zψ(t,x))
(
∂tzj(t, x) +

n∑

ν=1

%iν(t, x, zψ(t,x))∂xν
zj(t, x)

)
=

= fi(t, x, zψ(t,x)), 1 ≤ i ≤ k, (1.1)

with the initial condition

z(t, x) = ϕ(t, x) for (t, x) ∈ (−∞, 0]×Rn. (1.2)

Here X denotes an abstract linear space satisfying suitable axioms. The
elements of X are functions from B into Rk and X is called phase space.
Further assumptions on X are given in next parts of the paper. The set B
and the function ψ are such that the functional dependence in the above
problems is of Volterra type.

We consider weak solutions of the problem (1.1), (1.2). A function z :
(−∞, c]×Rn → Rk, c ∈ (0, a], is a solution of (1.1), (1.2) provided

(i) zψ(t,x) ∈ X for (t, x) ∈ [0, c]×Rn,
(ii) the derivatives ∂tzi, ∂xzi = (∂x1zi, . . . , ∂xn

zi), 1 ≤ i ≤ k, exist
almost everywhere on [0, c]×Rn,

(iii) z satisfies the differential system for almost all (t, x) ∈ [0, c]×Rn

and the initial condition holds.

Note that (1.1) is a strongly coupled system in the following sense: each
equation in (1.1) contains the partial derivatives of all unknown functions
(z1, . . . , zk). If A = E, where E ∈ Mk×k is the identity matrix, then (1.1)
reduces to the quasilinear system

∂tzi(t, x) +

n∑

ν=1

%iν(t, x, zψ(t,x))∂xν
zi(t, x) = fi(t, x, zψ(t,x)), (1.3)

where 1 ≤ i ≤ k. The above system is weakly coupled because each equation
in (1.3) contains the unknown function z = (z1, . . . , zk) and the partial
derivatives of only one scalar function zi.

The classical theory of quasilinear systems in the Schauder canonic form
without functional dependence is presented in [2], [7].

1.2. Phase Spaces

Assume that c > 0, w : (−∞, c] × [−r, r] → Rk and t ∈ (−∞, c]. We
define the function w(t,0) : B → Rk by w(t,0)(s, y) = w(t + s, y), (s, y) ∈ B.
If the above w is continuous on [0, c]× [−r, r], then we write

‖w‖[0,t] = max
{
‖w(s, y)‖∞ : (s, y) ∈ [0, t]× [−r, r]

}
, t ∈ [0, c].

The main assumption on the space X is the following.

Assumption H[X ]. The space (X, ‖·‖X) is a Banach space of functions
from B into Rk and
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1) there is χ ∈ R+ such that for each function w ∈ X we have

‖w(0, x)‖∞ ≤ χ‖w‖X , x ∈ [−r, r];

2) if w : (−∞, c]× [−r, r] → Rk, c > 0, is such that w(0,0) ∈ X and
w is continuous on [0, c]× [−r, r], then w(t,0) ∈ X for t ∈ [0, c] and
(i) the function t 7→ w(t,0) is continuous on [0, c],
(ii) there are K1,K0 ∈ R+ independent of w such that

‖w(t,0)‖X ≤ K1‖w‖[0,t] +K0‖w(0,0)‖X , t ∈ [0, c]. (1.4)

We give examples of (X, ‖ · ‖X).

Example 1.1. Let X be the class of all functions w : B → Rk which
are bounded and uniformly continuous on B. For w ∈ X we put

‖w‖X = sup
{
‖w(s, y)‖∞ : (s, y) ∈ B

}
. (1.5)

Then Assumption H[X ] is satisfied with χ = K1 = K0 = 1.

Example 1.2. Let X be the class of all continuous functions w : B →
Rk such that there exists lim

t→−∞
w(t, x) = w0(x) uniformly with respect to

x ∈ [−r, r]. Then Assumption H[X ] is satisfied with the norm defined by
(1.5) and χ = K1 = K0 = 1.

Example 1.3. Let γ : (−∞, 0] → (0,+∞) be a continuous and nonin-
creasing function. LetX be the class of all continuous functions w : B → Rk

such that

lim
t→−∞

w(t, x)

γ(t)
= 0, x ∈ [−r, r],

with the norm of w defined by

‖w‖X = sup
{‖w(t, x)‖∞

γ(t)
: (t, x) ∈ B

}
.

Then Assumption H[X ] is satisfied with χ = γ(0), K1 = 1
γ(0) , K0 = 1.

Example 1.4. Let p ≥ 1 be fixed. Denote by Y the class of all functions
w : B → Rk such that

(i) w is continuous on {0} × [−r, r],
(ii) for x ∈ [−r, r] we have

0∫

−∞

‖w(s, x)‖p∞ ds < +∞,

(iii) for each t ∈ (−∞, 0] the function w(t, ·) : [−r, r] → Rk is continu-
ous.

For w ∈ Y we define the norm of w by

‖w‖Y = max
{
‖w(0, x)‖∞ : x ∈ [−r, r]

}
+
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+ sup

{( 0∫

−∞

‖w(s, x)‖p∞ ds
) 1

p

: x ∈ [−r, r]

}
.

Let us denote byX the closure of Y with the above norm. Then Assumption

H[X ] is satisfied with χ = 1, K1 = 1, K0 = 1 + c
1
p .

Example 1.5. Denote by Y the class of all functions w : B → Rk

satisfying the conditions:

(i) w is bounded and it is continuous on {0} × [−r, r],
(ii) for x ∈ [−r, r] we have

I(x) = sup

{ −m∫

−(m+1)

‖w(s, x)‖∞ ds : m ∈ N

}
< +∞,

(iii) for each t ∈ (−∞, 0] the function w(t, ·) : [−r, r] → Rk is continu-
ous.

For w ∈ Y we define the norm of w by

‖w‖Y = max
{
‖w(0, x)‖∞ : x ∈ [−r, r]

}
+ sup

{
I(x) : x ∈ [−r, r]

}
.

Let us denote byX the closure of Y with the above norm. Then Assumption
H[X ] is satisfied with χ = 1, K1 = 1 + c, K0 = 2.

For a function z : (−∞, c] × Rn → Rk, c > 0, which is continuous on
[0, c]×Rn, we define

‖z‖
[t,x]
0 =max

{
‖z(s, y)‖∞ : (s, y)∈ [0, t]×[x−r, x+r]

}
, (t, x)∈ [0, c]×Rn.

If a function z : (−∞, c]×Rn → Rk, c > 0, satisfies the Lipschitz condition
with respect to x on the set [0, c]×Rn, then we write

‖z‖
[t]
L.0 = sup

{‖z(s, y)− z(s, y)‖∞
‖y − y‖

: (s, y), (s, y) ∈ [0, t]×Rn, y 6= y
}
,

where t ∈ [0, c].

Lemma 1.1. Suppose that Assumption H[X ] is satisfied and z : (−∞, c]
× Rn → Rk, c > 0. If z(0,x) ∈ X for x ∈ Rn and z is continuous on

[0, c]×Rn, then z(t,x) ∈ X, (t, x) ∈ [0, c]×Rn, and

‖z(t,x)‖X ≤ K1‖z‖
[t,x]
0 +K0‖z(0,x)‖X , (t, x) ∈ [0, c]×Rn. (1.6)

If we assume additionally that z satisfies the Lipschitz condition with

respect to x on [0, c]×Rn, then

‖z(t,x) − z(t,x)‖X ≤ K1‖z‖
[t]
L.0 · ‖x− x‖+K0‖z(0,x) − z(0,x)‖X , (1.7)

where (t, x), (t, x) ∈ [0, c]×Rn.
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Proof. Let w : (−∞, c] × [−r, r] → Rk be given by w(s, y) = z(s, x + y),
where x ∈ Rn is fixed. Then w(t,0) = z(t,x), t ∈ [0, c]. It follows from
Assumption H[X ] that z(t,x) ∈ X and (1.6) holds. To prove (1.7) suppose

that (t, x), (t, x) ∈ [0, c] × Rn and z̃ : (−∞, c] × Rn → Rk is defined by
z̃(s, y) = z(s, y + x − x), (s, y) ∈ (−∞, c] × Rn. Then z̃(t,x) = z(t,x). It
follows from (1.6) that

‖z(t,x)−z(t,x)‖X=‖(z−z̃)(t,x)‖X≤K1‖z−z̃‖
[t,x]
0 +K0‖(z−z̃)(0,x)‖X ≤

≤ K1‖z‖
[t]
L.0 · ‖x− x‖+K0‖z(0,x) − z(0,x)‖X .

This completes the proof. �

If a function z : (−∞, c] × Rn → Rk, c > 0, satisfies the Lipschitz
condition with respect to (t, x) on the set [−c, c]×Rn, then we write

‖z‖
[t]
L.1 =

= sup
{‖z(s, y)− z(s, y)‖∞

|s− s|+ ‖y − y‖
: (s, y), (s, y) ∈ [−t, t]×Rn, (s, y) 6= (s, y)

}
,

where t ∈ [0, c].

Lemma 1.2. Suppose that Assumption H[X ] is satisfied and z : (−∞, c]
×Rn → Rk, c > 0. If z(t,x) ∈ X for (t, x) ∈ [−c, 0]×Rn and z satisfies the

Lipschitz condition with respect to (t, x) on [−c, c]×Rn, then

‖z(t,x) − z(t,x)‖X ≤

≤ K1‖z‖
[t]
L.1 ·

(
|t− t|+ ‖x− x‖

)
+K0‖z(0,x) − z(t−t,x)‖X , (1.8)

where (t, x), (t, x) ∈ [0, c]×Rn, t > t.

Proof. Let (t, x), (t, x) ∈ [0, c] × Rn, t > t and let z̃ : (−∞, c] × Rn → Rk

be defined by z̃(s, y) = z(s+ t− t, y + x− x), (s, y) ∈ (−∞, c]×Rn. Then
z̃(t,x) = z(t,x) and z̃(0,x) = z(t−t,x) ∈ X . It follows from Lemma 1.1 that

(z − z̃)(t,x) ∈ X and by (1.6) we have

‖(z − z̃)(t,x)‖X ≤ K1‖z − z̃‖
[t,x]
0 +K0‖(z − z̃)(0,x)‖X .

Thus

‖z(t,x) − z(t,x)‖X = ‖(z − z̃)(t,x)‖X ≤

≤ K1‖z‖
[t]
L.1 ·

(
|t− t|+ ‖x− x‖

)
+K0‖z(0,x) − z(t−t,x)‖X ,

which proves (1.8). �

1.3. Bicharacteristics for Quasilinear Systems

We begin with the following definitions. For any metric spaces Y and
Z we denote by C(Y, Z) the class of all continuous functions from Y into Z.
We will denote by L([0, c], R+), c > 0, the class of all functions γ : [0, c] →
R+ which are integrable on [0, c]. Let ∆ denote the set of all functions
α : [0, a] × R+ → R+ such that α(·, t) ∈ L([0, a], R+) for t ∈ R+ and the
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function α(t, ·) : R+ → R+ is continuous, nondecreasing and α(t, 0) = 0 for
almost all t ∈ [0, a]. Let Σ denote the set of all functions α ∈ C(R+, R+)
which are nondecreasing and α(0) = 0.

For a linear normed space (Y, ‖ · ‖Y ) we write

Y [µ] =
{
w ∈ Y : ‖w‖Y ≤ µ

}
, µ ∈ R+. (1.9)

Let JL[X ] denote the class of all initial functions ϕ : (−∞, 0]×Rn → Rk

satisfying the conditions:

1) ϕ(t,x) ∈ X for (t, x) ∈ (−∞, 0]×Rn,
2) there are b0, b1 ∈ R+ such that

‖ϕ(t,x)‖X ≤ b0,
∥∥ϕ(t,x) − ϕ(t,x)

∥∥
X
≤ b1

(
|t− t|+ ‖x− x‖

)
,

where (t, x), (t, x) ∈ (−∞, 0]×Rn.

Fix ϕ ∈ JL[X ] and c ∈ (0, a], d = (d0, d1) ∈ R
2
+ and denote by CLϕ.c[d]

the class of all functions z : (−∞, c]×Rn → Rk such that

(i) z(t, x) = ϕ(t, x) for (t, x) ∈ (−∞, 0]×Rn,
(ii) the estimates

‖z(t, x)‖∞ ≤ d0,
∥∥z(t, x)− z(t, x)

∥∥
∞
≤ d1

(
|t− t|+ ‖x− x‖

)

hold on [0, c]×Rn.

The assumptions on ψ and % are following.

Assumption HL[ψ]. The function ψ : [0, a] × Rn → Rn+1, ψ =
(ψ0, ψ

′), ψ′ = (ψ1, . . . , ψn), satisfies the conditions:

1) ψ0(t, x) ≤ t for t ∈ [0, a], x ∈ Rn,
2) there is s1 ∈ R+ such that

∣∣ψ0(t, x)− ψ0(t, x)
∣∣ +

∥∥ψ′(t, x)− ψ′(t, x)
∥∥ ≤ s1

(
|t− t|+ ‖x− x‖

)

on [0, a]×Rn.

Assumption HL[%]. The function %(·, x, w) : [0, a] → Mk×n is mea-
surable for every (x,w) ∈ Rn × X and there are α1 ∈ Σ, β1 ∈ ∆ such
that

‖%(t, x, w)‖∞ ≤ α1(µ),
∥∥%(t, x, w) − %(t, x, w)

∥∥
∞
≤ β1(t, µ)

(
‖x− x‖+ ‖w − w‖X

)

for (x,w), (x,w) ∈ Rn ×X [µ] and for almost all t ∈ [0, a].

Suppose that Assumptions H[X ], HL[ψ], HL[%] are satisfied and ϕ ∈
JL[X ], z ∈ CLϕ.c[d]. Consider the Cauchy problem

η′(τ) = %i
(
τ, η(τ), zψ(τ,η(τ))

)
, η(t) = x, (1.10)

where (t, x) ∈ [0, c]× Rn and 1 ≤ i ≤ k are fixed, while %i = (%i1, . . . , %in).
Let us denote by gi[z](·, t, x) the solution of (1.10). The function gi[z] is the
i-th bicharacteristic of the system (1.1) corresponding to z.
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For functions ϕ ∈ JL[X ] and z ∈ CLϕ.c[d] we write

‖ϕ‖∗X = sup
{
‖ϕ(t,x)‖X : (t, x) ∈ (−∞, 0]×Rn

}
,

‖z‖t = sup
{
‖z(s, y)‖∞ : (s, y) ∈ [0, t]×Rn

}
, t ∈ [0, c].

We prove a lemma on existence, uniqueness and regularity of bicharac-
teristics.

Lemma 1.3. Suppose that Assumptions H[X ], HL[ψ], HL[%] are sat-

isfied and assume that ϕ, ϕ ∈ JL[X ], z ∈ CLϕ.c[d], z ∈ CLϕ.c[d], c ∈ (0, a].

Then for each 1 ≤ i ≤ k, (t, x) ∈ [0, c] × Rn the solutions gi[z](·, t, x) and

gi[z](·, t, x) exist on [0, c] and they are unique. Moreover,
∥∥gi[z](τ, t, x)− gi[z](τ, t, x)

∥∥ ≤ Qcα
+
1 (µ0)

(
|t− t|+ ‖x− x‖

)
(1.11)

for (τ, t, x) ∈ [0, c]2 ×Rn, and

‖gi[z](τ, t, x)− gi[z](τ, t, x)‖ ≤

≤ Qc

∣∣∣
τ∫

t

β1(ξ, µ0) dξ
∣∣∣
(
K1‖z − z‖c +K0‖ϕ− ϕ‖∗X

)
(1.12)

for (τ, t, x), (τ, t, x) ∈ [0, c]2 ×Rn, where α+
1 (µ0) = 1 + α1(µ0) and

µ0 = K1d0 +K0b0, Qc = exp

(
Λ

c∫

0

β1(ξ, µ0) dξ

)
,

Λ = 1 + s1(K1d1 +K0b1).

(1.13)

Proof. It follows from Assumptions H[X ], HL[ψ] and from Lemma 1.1 that

‖zψ(τ,y)‖X ≤ µ0, (τ, y) ∈ [0, c]×Rn.

We prove that Lemma 1.2 implies the estimate
∥∥zψ(τ,y) − zψ(τ,y)

∥∥
X
≤ s1(K1d1 +K0b1)‖y − y‖,

where (τ, y), (τ, y) ∈ [0, c]× Rn. It is obvious in the cases (i) ψ0(τ, y) ≤ 0,
ψ0(τ, y) ≤ 0 and (ii) ψ0(τ, y) ≥ 0, ψ0(τ, y) ≥ 0. Consider the case (iii)
ψ0(τ, y) ≤ 0, ψ0(τ, y) > 0. There are q ∈ (0, 1), η ∈ Rn such that

qψ(τ, y) + (1− q)ψ(τ, y) = (0, η),

which yields

|ψ0(τ, y)|+ ‖ψ′(τ, y)− η‖+ |ψ0(τ, y)|+ ‖η − ψ′(τ, y)‖ =

=
∣∣ψ0(τ, y)− ψ0(τ, y)

∣∣ +
∥∥ψ′(τ, y)− ψ′(τ, y)

∥∥.
Thus

∥∥zψ(τ,y) − zψ(τ,y)

∥∥
X

=
∥∥ϕψ(τ,y) − zψ(τ,y)

∥∥
X
≤

≤
∥∥ϕψ(τ,y) − ϕ(0,η)

∥∥
X

+
∥∥z(0,η) − zψ(τ,y)

∥∥
X
≤
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≤ (K0b1 +K1d1)
(∣∣ψ0(τ, y)− ψ0(τ, y)

∣∣ +
∥∥ψ′(τ, y)− ψ′(τ, y)

∥∥
)
≤

≤ s1(K0b1 +K1d1)‖y − y‖.

Now it is easy to see that the following Lipschitz condition is satisfied
∥∥%i(τ, y, zψ(τ,y))− %i(τ, y, zψ(τ,y))

∥∥ ≤
≤ β1(τ, µ0)Λ‖y − y‖, τ ∈ [0, c], y, y ∈ Rn,

and there exists exactly one Carathéodory solution of (1.10) defined on [0, c].
We prove the estimates (1.11) and (1.12). The function gi[z](·, t, x)

satisfies the integral equation

gi[z](τ, t, x) = x+

τ∫

t

%i
(
Pi[z](ξ, t, x)

)
dξ,

where
Pi[z](ξ, t, x) =

(
ξ, gi[z](ξ, t, x), zψ(ξ,gi[z](ξ,t,x))

)
. (1.14)

If (τ, t, x), (τ, t, x) ∈ [0, c]2 ×Rn, then we have

∥∥gi[z](τ, t, x)− gi[z](τ, t, x)
∥∥ ≤ ‖x− x‖+

∣∣∣∣

t∫

t

∥∥%i
(
Pi[z](ξ, t, x)

)∥∥ dξ
∣∣∣∣+

+

∣∣∣∣

τ∫

t

∥∥∥%i
(
Pi[z](ξ, t, x)

)
− %i

(
Pi[z](ξ, t, x)

)∥∥∥ dξ
∣∣∣∣ ≤

≤α+
1 (µ0)

(
|t−t|+‖x−x‖

)
+Λ

∣∣∣∣

t∫

τ

β1(ξ, µ0)
∥∥gi[z](ξ, t, x)−gi[z](ξ, t, x)

∥∥ dξ
∣∣∣∣.

We obtain (1.11) from the Gronwall inequality. If z ∈ Cϕ.c[d, λ], z ∈
Cϕ.c[d, λ], (τ, t, x) ∈ [0, c]2 ×Rn, then we have

∥∥zψ(ξ,gi[z](ξ,t,x)) − zψ(ξ,gi[z](ξ,t,x))

∥∥
X
≤

≤s1(K1d1+K0b1)
∥∥gi[z](ξ, t, x)−gi[z](ξ, t, x)

∥∥+K1‖z−z‖ξ+K0‖ϕ−ϕ‖
∗
X ,

where ξ ∈ [0, c], and thus
∥∥gi[z](τ, t, x)− gi[z](τ, t, x)

∥∥ ≤

≤

∣∣∣∣

τ∫

t

∥∥∥%i
(
Pi[z](ξ, t, x)

)
− %i

(
Pi[z](ξ, t, x)

)∥∥∥ dξ
∣∣∣∣ ≤

≤
∣∣∣
τ∫

t

β1(ξ, µ0) dξ
∣∣∣
(
K1‖z − z‖c +K0‖ϕ− ϕ‖∗X

)
+

+Λ

∣∣∣∣

τ∫

t

β1(ξ, µ0)
∥∥gi[z](ξ, t, x)− gi[z](ξ, t, x)

∥∥ dξ
∣∣∣∣.
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Using the Gronwall inequality we obtain (1.12). �

1.4. Existence and Uniqueness of Lipschitz Continuous Solutions

We define an integral operator corresponding to the problem (1.1), (1.2).
First we formulate the following assumptions on f and A.

Assumption HL[f ]. The function f(·, x, w) : [0, a] → Rk is measurable
for every (x,w) ∈ Rn ×X and there are α2 ∈ Σ, β2 ∈ ∆ such that

‖f(t, x, w)‖∞ ≤ α2(µ),
∥∥f(t, x, w)− f(t, x, w)

∥∥
∞
≤ β2(t, µ)

(
‖x− x‖+ ‖w − w‖X

)

for (x,w), (x,w) ∈ Rn ×X [µ] and for almost all t ∈ [0, a].

Assumption HL[A]. The function A : [0, a]×Rn×X →Mk×k satisfies
the conditions:

1) there are α, β ∈ Σ such that on [0, a]×Rn ×X [µ]

‖A(t, x, w)‖∞ ≤ α(µ),
∥∥A(t, x, w) −A(t, x, w)

∥∥
∞
≤ β(µ)

(
|t− t|+ ‖x− x‖+ ‖w − w‖X

)
,

2) for each (t, x, w) ∈ [0, a]×Rn×X [µ] there exists an inverse matrix
A−1(t, x, w) and there are α0, β0 ∈ Σ such that

‖A−1(t, x, w)‖∞ ≤ α0(µ),
∥∥A−1(t, x, w) −A−1(t, x, w)

∥∥
∞
≤ β0(µ)

(
|t− t|+ ‖x− x‖+ ‖w − w‖X

)

for (t, x, w), (t, x, w) ∈ [0, a]×Rn ×X [µ].

Remark 1.1. If A : [0, a] × Rn ×X → Mk×k satisfies the condition 1)
of Assumption HL[A] and there exists σ : R+ → (0,+∞) such that

detA(t, x, w) ≥ σ(µ) for (t, x, w) ∈ [0, a]×Rn ×X [µ],

then the condition 2) of Assumption HL[A] is satisfied.

Let us fix ϕ ∈ JL[X ], c ∈ (0, a], z ∈ CLϕ.c[d]. Suppose that (t, x) ∈
[0, c] × Rn and gi[z](·, t, x), 1 ≤ i ≤ k, is the solution of (1.10). It follows
from (1.1) that for (t, x) ∈ [0, c]×Rn

k∑

j=1

Aij
(
Pi[z](τ, t, x)

) d

dτ
zj

(
τ, gi[z](τ, t, x)

)
= fi

(
Pi[z](τ, t, x)

)
,

where 1 ≤ i ≤ k and Pi[z](·, t, x) is given by (1.14). Integrating from 0 to t,
we obtain

k∑

j=1

Aij(t, x, zψ(t,x))zj(t, x) =

k∑

j=1

Aij
(
Pi[z](0, t, x)

)
ϕj(0, gi[z](0, t, x))+

+

t∫

0

k∑

j=1

d

dτ
Aij

(
Pi[z](τ, t, x)

)
zj(τ, gi[z](τ, t, x)) dτ+

t∫

0

fi
(
Pi[z](τ, t, x)

)
dτ.
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The above relation allows us to construct the following integral operator.
Write

A[z](τ, t, x) =
[
Aij(Pi[z](τ, t, x))

]
i,j=1,...,k

,

Φ[z](τ, t, x) =
[
ϕi(0, gj [z](τ, t, x))

]
i,j=1,...,k

,

Z[z](τ, t, x) =
[
zi(τ, gj [z](τ, t, x))

]
i,j=1,...,k

,

f [z](τ, t, x) =
[
fi(Pi[z](τ, t, x))

]T
i=1,...,k

.

For z ∈ CLϕ.c[d] define Tϕ(z) : (−∞, c]×Rn → Rk in the following way

Tϕ(z)(t, x) = A−1(t, x, zψ(t,x))

{
A[z](0, t, x) ∗ Φ[z](0, t, x)+

+

t∫

0

( d

dτ
A[z](τ, t, x) ∗ Z[z](τ, t, x)+f [z](τ, t, x)

)
dτ

}
, (t, x)∈ [0, c]×Rn,

Tϕ(z)(t, x) = ϕ(t, x), (t, x) ∈ (−∞, 0]×Rn. (1.15)

We can write the above relation as follows

Tϕ(z)(t, x) = ϕ(0, x) +A−1(t, x, zψ(t,x))
3∑

i=1

∆i[z](t, x), (1.16)

where (t, x) ∈ [0, c]×Rn and

∆1[z](t, x) =

t∫

0

f [z](τ, t, x) dτ,

∆2[z](t, x) = A[z](0, t, x) ∗
(
Φ[z](0, t, x)− Φ[z](t, t, x)

)
,

∆3[z](t, x) =

t∫

0

d

dτ
A[z](τ, t, x) ∗

(
Z[z](τ, t, x)− Φ[z](t, t, x)

)
dτ.

We formulate the following lemmas on the operator Tϕ.

Lemma 1.4. If Assumptions H[X ], HL[ψ], HL[%], HL[f ], HL[A] are

satisfied, then there are c ∈ (0, a], d = (d0, d1) ∈ R2
+ such that for each

ϕ ∈ JL[X ] the operator Tϕ maps the set CLϕ.c[d] into itself.

Proof. Let ϕ ∈ JL[X ] and for z ∈ CLϕ.c[d] let Tϕ(z) be defined by (1.15),

(1.16). We will show that Tϕ(z) ∈ CLϕ.c[d]. It follows from the assumptions
of the lemma that ∣∣∣zj

(
τ, gi[z](τ, t, x)

)
− ϕj(0, x)

∣∣∣ ≤

≤
∣∣∣zj

(
τ, gi[z](τ, t, x)

)
− zj

(
0, gi[z](τ, t, x)

)∣∣∣+
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+
∣∣∣ϕj(0, gi[z](τ, t, x))− ϕj(0, x)

∣∣∣ ≤ cd1 + cα1(µ0)χb1,

∥∥∥ d

dτ
zψ(τ,gi[z](τ,t,x))

∥∥∥
X
≤ (K1d1 +K0b1)s1α

+
1 (µ0),

∥∥∥ d

dτ
A[z](τ, t, x))

∥∥∥
∞
≤ p∗ with p∗ = β(µ0)Λα

+
1 (µ0).

Thus
3∑

i=1

‖∆i[z](t, x)‖∞ ≤ cδ∗,

where δ∗ = α2(µ0) + α(µ0)χb1α1(µ0) + cp∗d1α
+
1 (µ0). Therefore

‖Tϕ(z)(t, x)‖∞ ≤ χb0 + cα0(µ0)δ
∗ on [0, c]×Rn.

We assume that
d0 ≥ χb0 + cα0(µ0)δ

∗. (1.17)

Then
‖Tϕ(z)(t, x)‖∞ ≤ d0 for (t, x) ∈ [0, c]×Rn.

To estimate ‖Tϕ(z)(t, x)− Tϕ(z)(t, x)‖∞, we first note that
∥∥gi[z](τ, t, x)− gi[z](τ, t, x)

∥∥ +
∥∥zψ(τ,gi[z](τ,t,x)) − zψ(τ,gi[z](τ,t,x))

∥∥
X
≤

≤ ΛQcα
+
1 (µ0)

(
|t− t|+ ‖x− x‖

)
.

We have
∥∥∆1[z](t, x)−∆1[z](t, x)

∥∥
∞
≤

≤

∥∥∥∥

t∫

0

(
f [z](τ, t, x)− f [z](τ, t, x)

)
dτ

∥∥∥∥
∞

+

∥∥∥∥

t∫

t

f [z](τ, t, x) dτ

∥∥∥∥
∞

≤

≤ d1.c

(
|t− t|+ ‖x− x‖

)
,

where

d1.c = α2(µ0) + ΛQcα
+
1 (µ0)

c∫

0

β2(ξ, µ0) dξ.

Moreover,
∥∥∆2[z](t, x)−∆2[z](t, x)

∥∥
∞
≤

≤
∥∥∥
(
A[z](0, t, x)−A[z](0, t, x)

)
∗

(
Φ[z](0, t, x)− Φ[z](t, t, x)

)∥∥∥
∞

+

+
∥∥∥A[z](0, t, x)∗

(
Φ[z](0, t, x)−Φ[z](0, t, x)−Φ[z](t, t, x)+Φ[z](t, t, x)

)∥∥∥
∞
≤

≤ d2.c

(
|t− t|+ ‖x− x‖

)
,

where

d2.c = α(µ0)χb1
(
Qcα

+
1 (µ0) + 1

)
+ cβ(µ0)ΛQcα

+
1 (µ0)χb1α1(µ0).

Finally,
∥∥∆3[z](t, x)−∆3[z](t, x)

∥∥
∞
≤
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≤

∥∥∥∥

t∫

t

d

dτ
A[z](τ, t, x) ∗

(
Z[z](τ, t, x)− Φ[z](t, t, x)

)
dτ

∥∥∥∥
∞

+

+

∥∥∥∥
(
A[z](τ, t, x)−A[z](τ, t, x)

)
∗

(
Z[z](τ, t, x)− Φ[z](t, t, x)

)∣∣∣
τ=t

τ=0

∥∥∥∥
∞

+

+

∥∥∥∥

t∫

0

(
A[z](τ, t, x)−A[z](τ, t, x)

)
∗
d

dτ
Z[z](τ, t, x) dτ

∥∥∥∥
∞

+

+

∥∥∥∥

t∫

0

d

dτ
A[z](τ, t, x)∗

∗
(
Z[z](τ, t, x)− Z[z](τ, t, x)− Φ[z](t, t, x) + Φ[z](t, t, x)

)
dτ

∥∥∥∥
∞

≤

≤ d3.c

(
|t− t|+ ‖x− x‖

)
,

where

d3.c = cp∗
(
d1

(
Qcα

+
1 (µ0) + 1

)
+ χb1α

+
1 (µ0)

)
+

+ cβ(µ0)α
+
1 (µ0)

(
d1Λ

(
Qcα

+
1 (µ0) + 1

)
+ (1 + s1b1)χb1α1(µ0)Qc

)
.

Suppose that d1 satisfies the condition

d1 ≥ χb1 + cβ(µ0)Λδ
∗ + α0(µ0)

3∑

i=1

di.c. (1.18)

Since

Tϕ(z)(t, x)− Tϕ(z)(t, x) =

=ϕ(0, x)−ϕ(0, x)+
(
A−1(t, x, zψ(t,x))−A

−1(t, x, zψ(t,x))
) 3∑

i=1

∆i[z](t, x)+

+A−1(t, x, zψ(t,x))

3∑

i=1

(
∆i[z](t, x)−∆i[z](t, x)

)
,

we obtain
∥∥Tϕ(z)(t, x)− Tϕ(z)(t, x)

∥∥
∞
≤ d1

(
|t− t|+ ‖x− x‖

)
on [0, c]×Rn.

In this way we have proved that Tϕ : CLϕ.c[d] → CLϕ.c[d] for c ∈ (0, a]

and d = (d0, d1) ∈ R
2
+ satisfying the inequalities (1.17) and (1.18). �

Lemma 1.5. Suppose that the assumptions of Lemma 1.4 are satisfied.

If ϕ, ϕ ∈ JL[X ] and z ∈ CLϕ.c[d], z ∈ C
L
ϕ.c[d], then there are G1.c, G2 ∈ R+

such that
∥∥Tϕ(z)− Tϕ(z)

∥∥
c
≤ G1.c‖z − z‖c +G2‖ϕ− ϕ‖∗X . (1.19)
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Proof. Let ϕ, ϕ ∈ JL[X ], z ∈ CLϕ.c[d], z ∈ CLϕ.c[d]. We have the following
estimates

‖zψ(t,x) − zψ(t,x)‖X ≤ K1‖z − z‖c +K0‖ϕ− ϕ‖∗X ,

and
∥∥gi[z](τ, t, x)− gi[z](τ, t, x)

∥∥ +
∥∥zψ(τ,gi[z](τ,t,x)) − zψ(τ,gi[z](τ,t,x))

∥∥
X
≤

≤ q∗
(
K1‖z − z‖c +K0‖ϕ− ϕ‖∗X

)
with q∗ = 1 + ΛQc

c∫

0

β1(ξ, µ0) dξ.

We conclude from Assumptions HL[ψ], HL[f ], HL[A] that
∥∥∆1[z](t, x)−∆1[z](t, x)

∥∥
∞
≤

≤

t∫

0

∥∥f [z](τ, t, x)−f [z](τ, t, x)
∥∥
∞
dτ≤σ1.c

(
K1‖z − z‖c+K0‖ϕ−ϕ‖

∗
X

)
,

∥∥∆2[z](t, x)−∆2[z](t, x)
∥∥
∞
≤

≤
∥∥∥
(
A[z](0, t, x)−A[z](0, t, x)

)
∗

(
Φ[z](0, t, x)− Φ[z](t, t, x)

)∥∥∥
∞

+

+
∥∥∥A[z](0, t, x) ∗

(
Φ[z](0, t, x)− Φ[z](0, t, x)− Φ[z](t, t, x)+

+Φ[z](t, t, x) + Φ[z](0, t, x)− Φ[z](0, t, x)
)∥∥∥

∞
≤

≤ σ2.c

(
K1‖z − z‖c +K0‖ϕ− ϕ‖∗X

)
+ 2α(µ0)χ‖ϕ− ϕ‖∗X ,

∥∥∆3[z](t, x)−∆3[z](t, x)
∥∥
∞
≤

≤

∥∥∥∥

t∫

0

d

dτ
A[z](τ, t, x)∗

∗
(
Z[z](τ, t, x)− Z[z](τ, t, x)− Φ[z](t, t, x) + Φ[z](t, t, x)

)
dτ

∥∥∥∥
∞

+

+

∥∥∥∥
(
A[z](τ, t, x)−A[z](τ, t, x)

)
∗

(
Z[z](τ, t, x) − Φ[z](t, t, x)

)∣∣∣
τ=t

τ=0

∥∥∥∥
∞

+

+

∥∥∥∥

t∫

0

(
A[z](τ, t, x)−A[z](τ, t, x)

)
∗
d

dτ
Z[z](τ, t, x) dτ

∥∥∥∥
∞

≤

≤ σ3.c

(
K1‖z − z‖c +K0‖ϕ− ϕ‖∗X

)
+ cp∗χ‖ϕ− ϕ‖∗X + cp∗‖z − z‖c,

where

σ1.c = q∗
c∫

0

β2(ξ, µ0) dξ,
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σ2.c = q∗β(µ0)χb1α1(µ0)c+ α(µ0)χb1Qc

c∫

0

β1(ξ, µ0) dξ,

σ3.c = cp∗d1Qc

c∫

0

β1(ξ, µ0) dξ+β(µ0)
(
d1c+q

∗χb1α1(µ0)c+q
∗d1α

+
1 (µ0)c

)
.

Since

Tϕ(z)(t, x)− Tϕ(z)(t, x) =

=ϕ(0, x)−ϕ(0, x)+
(
A−1(t, x, zψ(t,x))−A

−1(t, x, zψ(t,x))
) 3∑

i=1

∆i[z](t, x)+

+A−1(t, x, z(t, x))
3∑

i=1

(
∆i[z](t, x)−∆i[z](t, x)

)
,

we obtain
∥∥Tϕ(z)− Tϕ(z)

∥∥
c
≤ G1.c‖z − z‖c +G2‖ϕ− ϕ‖∗X ,

where

G1.c = K1

(
cβ0(µ0)δ

∗ + α0(µ0)

3∑

i=1

σi.c

)
+ cα0(µ0)p

∗, (1.20)

G2 = K0

(
cβ0(µ0)δ

∗ + α0(µ0)

3∑

i=1

σi.c

)
+ α0(µ0)χ(2α(µ0) + cp∗). (1.21)

This completes the proof of Lemma 1.5. �

Now we can give a theorem on solution of the problem (1.1), (1.2).

Theorem 1.1. Suppose that Assumptions H[X ], HL[ψ], HL[%], HL[f ]
and HL[A] are satisfied. Assume that the inequalities (1.17), (1.18) and

G1.c < 1 (1.22)

hold, where G1.c is given by (1.20). Then for each ϕ ∈ JL[X ] there exists

z = z[ϕ] ∈ CLϕ.c[d] which is a unique solution of (1.1), (1.2) in the class

CLϕ.c[d]. Moreover, if ϕ, ϕ ∈ JL[X ], z = z[ϕ], z = z[ϕ], then

‖z − z‖c ≤
G2

1−G1.c
‖ϕ− ϕ‖∗X (1.23)

with G2 given by (1.21).

Proof. It follows from the assumptions of the theorem that for each ϕ ∈
JL[X ] the operator Tϕ : CLϕ.c[d] → CLϕ.c[d] and it is a contraction. Thus Tϕ
has a unique fixed point z = z[ϕ] ∈ CLϕ.c[d]. We prove that z = z[ϕ] is a
solution of (1.1). We have shown that

k∑

j=1

Aij(t, x, zψ(t,x))zj(t, x) =

k∑

j=1

Aij
(
Pi[z](0, t, x)

)
ϕj(0, gi[z](0, t, x))+
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+

t∫

0

k∑

j=1

d

dτ
Aij

(
Pi[z](τ, t, x)

)
zj(τ, gi[z](τ, t, x)) dτ+

t∫

0

fi
(
Pi[z](τ, t, x)

)
dτ

on [0, c]×Rn. The relations

ηi = gi[z](0, t, x) and x = gi[z](t, 0, ηi)

are equivalent for x, ηi ∈ R
n. We have gi[z](τ, t, gi[z]t, 0, ηi) = gi[z](τ, 0, ηi).

Thus
k∑

j=1

Aij
(
Pi[z](t, 0, ηi)

)
zj(t, gi[z](t, 0, ηi)) =

k∑

j=1

Aij(0, ηi, zψ(0,ηi))ϕj(0, ηi)+

+

t∫

0

k∑

j=1

d

dτ
Aij

(
Pi[z](τ, 0, ηi)

)
zj

(
τ, gi[z](τ, 0, ηi)

)
dτ+

+

t∫

0

fi
(
Pi[z](τ, 0, ηi)

)
dτ.

By differentiating with respect to t and by using the transformations ηi =
gi[z](0, t, x) which preserve the sets of measure zero, we obtain that z sat-
isfies (1.1) almost everywhere on [0, c] × Rn. The inequality (1.23) follows
from Lemma 1.5. �

1.5. Solutions Satisfying Generalized Lipschitz Condition

In this part of the paper we consider a special case of the problem
(1.1), (1.2). Suppose that ψ0 : [0, a] → R and ψ′ : [0, a] × Rn → Rn,
ψ′ = (ψ1, . . . , ψn). We require that ψ0(t) ≤ t for t ∈ [0, a]. Write ψ(t, x) =
(ψ0(t), ψ1(t, x), . . . , ψn(t, x)), t ∈ [0, a], x ∈ Rn. Assume that

% : [0, a]×Rn ×X →Mk×n, % = [%ij ]i=1,...,k, j=1,...,n,

f : [0, a]×Rn ×X → Rk, f = (f1, . . . , fk), ϕ : (−∞, 0]×Rn → Rk

are given functions. Given the function

A : [0, a]×Rn ×Rk →Mk×k, A = [Aij ]i,j=1,...,k,

we consider the following initial problem

k∑

j=1

Aij(t, x, z(t, x))
(
∂tzj(t, x) +

n∑

ν=1

%iν(t, x, zψ(t,x))∂xν
zj(t, x)

)
=

= fi(t, x, zψ(t,x)), 1 ≤ i ≤ k, (1.24)

z(t, x) = ϕ(t, x) for (t, x) ∈ (−∞, 0]×Rn. (1.25)

There are the following differences between the problems (1.1), (1.2)
and (1.24), (1.25). The matrix A in (1.24) does not depend on the func-
tional variable zψ(t,x) and the function ψ0 depends on t only. Solutions
of (1.1), (1.2) are functions satisfying the classical Lipschitz condition on
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[0, c] × Rn. We look for solutions of (1.24), (1.25) in the class of functions
satisfying the following generalized Lipschitz condition:

∥∥z(t, x)− z(t, x)
∥∥
∞
≤

∣∣∣
t∫

t

λ(τ) dτ
∣∣∣ + d1‖x− x‖ on [0, c]×Rn.

Let us denote by JC [X ] the class of all initial functions ϕ : (−∞, 0] ×
Rn → Rk satisfying the conditions:

1) ϕ(t,x) ∈ X for (t, x) ∈ (−∞, 0]×Rn,
2) there are b0, b1 ∈ R+ such that

‖ϕ(t,x)‖X ≤ b0, ‖ϕ(t,x) − ϕ(t,x)‖X ≤ b1‖x− x‖,

where (t, x), (t, x) ∈ (−∞, 0]×Rn.

Let ϕ ∈ JC [X ] and c ∈ (0, a], d = (d0, d1) ∈ R2
+, λ ∈ L([0, c], R+).

Denote by Cϕ.c[d, λ] the class of all functions z : (−∞, c]× Rn → Rk such
that

(i) z(t, x) = ϕ(t, x) for (t, x) ∈ (−∞, 0]×Rn,
(ii) the estimates

‖z(t, x)‖∞ ≤ d0,
∥∥z(t, x)− z(t, x)

∥∥
∞
≤

∣∣∣
t∫

t

λ(τ) dτ
∣∣∣ + d1‖x− x‖

hold on [0, c]×Rn.

We introduce the following assumptions on the functions ψ and %.

Assumption HC [ψ]. The functions ψ0 : [0, a] → R and ψ′ : [0, a] ×
Rn → Rn are continuous and satisfy the conditions:

1) ψ0(t) ≤ t for t ∈ [0, a],
2) there is s1 ∈ R+ such that

‖ψ′(t, x) − ψ′(t, x)‖ ≤ s1‖x− x‖ on [0, a]×Rn.

Assumption HC [%]. The function %(·, x, w) : [0, a] → Mk×n is mea-
surable for every (x,w) ∈ Rn ×X and there are α1, β1 ∈ ∆ such that

‖%(t, x, w)‖∞ ≤ α1(t, µ),
∥∥%(t, x, w) − %(t, x, w)

∥∥
∞
≤ β1(t, µ)

(
‖x− x‖+ ‖w − w‖X

)

for (x,w), (x,w) ∈ Rn ×X [µ] and for almost t ∈ [0, a].

Suppose that Assumptions H[X ], HC [ψ], HC [%] are satisfied and ϕ ∈
JC [X ], z ∈ Cϕ.c[d, λ]. Consider the Cauchy problem

η′(τ) = %i
(
τ, η(τ), zψ(τ,η(τ))

)
, η(t) = x, (1.26)

where (t, x) ∈ [0, c] × Rn and 1 ≤ i ≤ k are fixed. Let us denote by
gi[z](·, t, x) the solution of (1.26). The following are important properties
of solutions of (1.26).
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Lemma 1.6. Suppose that Assumptions H[X ], HC [ψ], HC [%] are sat-

isfied and ϕ, ϕ ∈ JC [X ], z ∈ Cϕ.c[d, λ], z ∈ Cϕ.c[d, λ], c ∈ (0, a]. Then, for

each 1 ≤ i ≤ k, (t, x) ∈ [0, c]×Rn, the solutions gi[z](·, t, x) and gi[z](·, t, x)
of (1.26) exist on [0, c] and they are unique. Moreover,

∥∥gi[z](τ, t, x)− gi[z](τ, t, x)
∥∥ ≤ Qc

(∣∣∣
t∫

t

α1(ξ, µ0) dξ
∣∣∣ + ‖x− x‖

)
(1.27)

on [0, c]2 ×Rn, and
∥∥gi[z](τ, t, x)− gi[z](τ, t, x)

∥∥ ≤

≤ Qc

∣∣∣
τ∫

t

β1(ξ, µ0) dξ
∣∣∣
(
K1‖z − z‖c +K0‖ϕ− ϕ‖∗X

)
(1.28)

on [0, c]2 ×Rn, where

Qc = exp

(
Λ

c∫

0

β1(ξ, µ0) dξ

)
,

µ0 = K1d0 +K0b0, Λ = 1 + s1(K1d1 +K0b1).

(1.29)

Proof. The existence and uniqueness of Carathéodory solutions of (1.26)
follows from classical theorems. It follows from the assumptions of the
lemma and from the integral equation

gi[z](τ, t, x) = x+

τ∫

t

%i
(
Pi[z](ξ, t, x)

)
dξ,

where

Pi[z](ξ, t, x) =
(
ξ, gi[z](ξ, t, x), zψ(ξ,gi[z](ξ,t,x))

)
, (1.30)

that the inequalities
∥∥gi[z](τ, t, x)− gi[z](τ, t, x)

∥∥ ≤ ‖x− x‖+

+
∣∣∣

t∫

t

α1(ξ, µ0) dξ
∣∣∣ + Λ

∣∣∣∣

t∫

τ

β1(ξ, µ0)
∥∥gi[z](ξ, t, x)− gi[z](ξ, t, x)

∥∥ dξ
∣∣∣∣

and
∥∥gi[z](τ, t, x)− gi[z](τ, t, x)

∥∥ ≤

≤
∣∣∣
τ∫

t

β1(ξ, µ0) dξ
∣∣∣
(
K1‖z − z‖c +K0‖ϕ− ϕ‖∗X

)
+

+ Λ

∣∣∣∣

τ∫

t

β1(ξ, µ0)
∥∥gi[z](ξ, t, x)− gi[z](ξ, t, x)

∥∥ dξ
∣∣∣∣
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hold for (τ, t, x), (τ, t, x) ∈ [0, c]2 × Rn. Using the Gronwall inequality, we
obtain (1.27) and (1.28). �

Now we construct an integral operator corresponding to the problem
(1.24), (1.25). We will need the following assumptions on f and A.

Assumption HC [f ]. The function f(·, x, w) : [0, a] → Rk is measur-
able for every (x,w) ∈ Rn ×X and there are α2, β2 ∈ ∆ such that

‖f(t, x, w)‖∞ ≤ α2(t, µ),
∥∥f(t, x, w)− f(t, x, w)

∥∥
∞
≤ β2(t, µ)

(
‖x− x‖+ ‖w − w‖X

)

for (x,w), (x,w) ∈ Rn ×X [µ] and for almost t ∈ [0, a].

Assumption HC [A]. The function A : [0, a] × Rn × Rk → Mk×k

satisfies the conditions:

1) there are α, β ∈ Σ and γ ∈ ∆ such that

‖A(t, x, p)‖∞ ≤ α(µ),

∥∥A(t, x, p) −A(t, x, p)
∥∥
∞
≤ β(µ)

(
‖x− x‖+ ‖p− p‖

)
+

∣∣∣
t∫

t

γ(ξ, µ) dξ
∣∣∣

for (t, x, p), (t, x, p) ∈ [0, a]×Rn ×Rk[µ],
2) for each (t, x, p) ∈ [0, a]×Rn×Rk[µ] there exists the inverse matrix

A−1(t, x, p) and there are α0, β0 ∈ Σ and γ0 ∈ ∆ such that

‖A−1(t, x, p)‖∞ ≤ α0(µ),

∥∥A−1(t, x, p)−A−1(t, x, p)
∥∥
∞
≤ β0(µ)

(
‖x−x‖+‖p−p‖

)
+

∣∣∣
t∫

t

γ0(ξ, µ) dξ
∣∣∣

for (t, x, p), (t, x, p) ∈ [0, a]×Rn ×Rk[µ].

Let us fix ϕ ∈ JC [X ], c ∈ (0, a], z ∈ Cϕ.c[d, λ]. Suppose that (t, x) ∈
[0, c] × Rn and gi[z](·, t, x), 1 ≤ i ≤ k, are bicharacteristics. We can write
(1.24) in the form

k∑

j=1

Aij
(
Qi[z](τ, t, x)

) d

dτ
zj

(
τ, gi[z](τ, t, x)

)
= fi

(
Pi[z](τ, t, x)

)
,

where Pi[z](·, t, x) is given by (1.30) and

Qi[z](τ, t, x) =
(
τ, gi[z](τ, t, x), z(τ, gi[z](τ, t, x))

)
. (1.31)

Integrating from 0 to t, we obtain

k∑

j=1

Aij(t, x, z(t, x))zj(t, x) =

k∑

j=1

Aij
(
Qi[z](0, t, x)

)
ϕj(0, gi[z](0, t, x))+
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+

t∫

0

k∑

j=1

d

dτ
Aij

(
Qi[z](τ, t, x)

)
zj(τ, gi[z](τ, t, x)) dτ+

t∫

0

fi
(
Pi[z](τ, t, x)

)
dτ

which allows us to define an integral operator. Put

A∗[z](τ, t, x) =
[
Aij

(
Qi[z](τ, t, x)

)]
i,j=1,...,k

,

Φ[z](τ, t, x) =
[
ϕi

(
0, gj [z](τ, t, x)

)]
i,j=1,...,k

,

Z[z](τ, t, x) =
[
zi

(
τ, gj [z](τ, t, x)

)]
i,j=1,...,k

,

f [z](τ, t, x) =
[
fi

(
Pi[z](τ, t, x)

)]T
i=1,...,k

.

We define the operator Cϕ.c[d, λ] 3 z 7−→ T ∗ϕ(z) in the following way

T ∗ϕ(z)(t, x) = ϕ(0, x) +A−1(t, x, z(t, x))

3∑

i=1

∆∗
i [z](t, x) (1.32)

for (t, x) ∈ [0, c]×Rn and

T ∗ϕ(z)(t, x) = ϕ(t, x), (t, x) ∈ (−∞, 0]×Rn, (1.33)

where

∆∗
1[z](t, x) =

t∫

0

f [z](τ, t, x) dτ,

∆∗
2[z](t, x) = A∗[z](0, t, x) ∗

(
Φ[z](0, t, x)− Φ[z](t, t, x)

)
,

∆∗
3[z](t, x) =

t∫

0

d

dτ
A∗[z](τ, t, x) ∗

(
Z[z](τ, t, x)− Φ[z](t, t, x)

)
dτ.

We look for the fixed point of the operator T ∗ϕ.

1.6. The Existence and Uniqueness Theorem

We prove the following properties of the operator T ∗ϕ.

Lemma 1.7. If Assumptions H[X ], HC [ψ], HC [%], HC [f ], HC [A] are

satisfied, then there are c ∈ (0, a], d = (d0, d1) ∈ R
2
+, λ ∈ L([0, c], R+) such

that for each ϕ ∈ JC [X ] the operator T ∗ϕ maps the set Cϕ.c[d, λ] into itself.

Proof. Assume that ϕ ∈ JC [X ] and z ∈ Cϕ.c[d, λ]. Let T ∗ϕ(z) be defined by
(1.32), (1.33). It follows from the assumptions of the lemma that

∥∥gi[z](τ, t, x)− x
∥∥ ≤

∣∣∣
τ∫

t

α1(ξ, µ0) dξ
∣∣∣,

∣∣∣zj(τ, gi[z](τ, t, x))− ϕj(0, x)
∣∣∣ ≤

τ∫

0

λ(ξ) dξ + χb1

∣∣∣
τ∫

t

α1(ξ, µ0) dξ
∣∣∣,
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∥∥∥ d

dτ
z
(
τ, gi[z](τ, t, x)

)∥∥∥
∞
≤ λ(τ) + d1α1(τ, µ0),

∥∥∥ d

dτ
A∗[z](τ, t, x)

∥∥∥
∞
≤ p(τ)

with p(τ) = γ(τ, µ0) + β(µ0)(λ(τ) + d1α1(τ, µ0)). Thus

‖∆∗
i [z](t, x)‖∞ ≤ δi.c, i = 1, 2, 3,

where

δ1.c =

c∫

0

α2(ξ, µ0) dξ, δ2.c = α(b0)χb1

c∫

0

α1(ξ, µ0) dξ,

δ3.c =

( c∫

0

λ(ξ) dξ + χb1

c∫

0

α1(ξ, µ0) dξ

) c∫

0

p(τ) dτ.

According to the above estimates, we have

∥∥T ∗ϕ(z)(t, x)
∥∥
∞
≤ χb0 + α0(b0)

3∑

i=1

δi.c on [0, c]×Rn.

We assume that the constant c ∈ (0, a] is sufficiently small for

d0 ≥ χb0 + α0(b0)

3∑

i=1

δi.c. (1.34)

Then

‖T ∗ϕ(z)(t, x)‖∞ ≤ d0, (t, x) ∈ [0, c]×Rn.

To estimate ‖T ∗ϕ(z)(t, x)− T ∗ϕ(z)(t, x)‖∞, we observe that
∥∥gi[z](τ, t, x)− gi[z](τ, t, x)

∥∥ +
∥∥zψ(τ,gi[z](τ,t,x)) − zψ(τ,gi[z](τ,t,x))

∥∥
X
≤

≤ ΛQc

(∣∣∣
t∫

t

α1(ξ, µ0) dξ
∣∣∣ + ‖x− x‖

)
.

Write

d1.c = ΛQc

c∫

0

β2(τ, µ0) dτ, λ1.c(ξ) = d1.cα1(ξ, µ0) + α2(ξ, µ0),

d2.c = χb1

(
α(b0)(Qc + 1) + β(b0)(1 + d1)Qc

c∫

0

α1(τ, µ0) dτ

)
,

λ2.c(ξ) = χb1Qc

(
α(b0) + β(b0)(1 + d1)

c∫

0

α1(τ, µ0) dτ

)
α1(ξ, µ0),
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d3.c = Γc + χb1

c∫

0

p(τ) dτ,

λ3.c(ξ) =

( c∫

0

λ(τ) dτ + χb1

c∫

0

α1(τ, µ0) dτ

)
p(ξ) + Γcα1(ξ, µ0),

where

Γc = β(d0)(1 + d1)

(
(1 +Qc)

c∫

0

λ(τ) dτ + 2d1Qc

c∫

0

α1(τ, µ0) dτ

)
+

+ d1Qc

c∫

0

p(τ) dτ,

and assume that

d1 ≥ χb1 + β0(d0)(1 + d1)

3∑

i=1

δi.c + α0(d0)

3∑

i=1

di.c, (1.35)

λ(ξ) ≥
(
β0(d0)λ(ξ) + γ0(ξ, d0)

) 3∑

i=1

δi.c + α0(d0)

3∑

i=1

λi.c(ξ). (1.36)

It follows easily that

∥∥T ∗ϕ(z)(t, x)− T ∗ϕ(z)(t, x)
∥∥
∞
≤

∣∣∣
t∫

t

λ(ξ) dξ
∣∣∣ + d1‖x− x‖.

In this way we have proved that T ∗ϕ : Cϕ.c[d, λ] → Cϕ.c[d, λ] for c ∈ (0, a],

d = (d0, d1) ∈ R
2
+, λ ∈ L([0, c], R+) satisfying the inequalities (1.34), (1.35)

and (1.36). �

Lemma 1.8. Suppose that the assumptions of Lemma 1.7 are satisfied.

If ϕ, ϕ ∈ JC [X ] and z ∈ Cϕ.c[d, λ], z ∈ Cϕ.c[d, λ], then there are G1.c, G2 ∈
R+ such that

∥∥T ∗ϕ(z)− T ∗ϕ(z)
∥∥
c
≤ G1.c‖z − z‖c +G2‖ϕ− ϕ‖∗X . (1.37)

Proof. Let ϕ, ϕ ∈ J [X ], z ∈ Cϕ.c[d, λ], z ∈ Cϕ.c[d, λ]. We use the following
estimates

∥∥zψ(t,x) − zψ(t,x)

∥∥
X
≤ K1‖z − z‖c +K0‖ϕ− ϕ‖∗X

and
∥∥gi[z](τ, t, x)− gi[z](τ, t, x)

∥∥ +
∥∥zψ(τ,gi[z](τ,t,x)) − zψ(τ,gi[z](τ,t,x))

∥∥
X
≤

≤ Q(τ, t)
(
K1‖z − z‖c +K0‖ϕ− ϕ‖∗X

)
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with

Q(τ, t) = 1 + ΛQc

∣∣∣
t∫

τ

β1(ξ, µ0)dξ
∣∣∣.

We have
∥∥∆∗

i [z](t, x)−∆∗
i [z](t, x)

∥∥
∞
≤ σi.c‖z − z‖c + ϑi.c‖ϕ− ϕ‖∗X , i = 1, 2, 3,

where

σ1.c = K1

c∫

0

β2(τ, µ0)Q(τ, c) dτ, ϑ1.c = K0

c∫

0

β2(τ, µ0)Q(τ, c) dτ,

σ2.c = K1

(
β(µ0)χb1Q(0, c)

c∫

0

α1(τ, µ0) dτ+α(µ0)χb1Qc

c∫

0

β1(τ, µ0) dτ

)
,

ϑ2.c = K0β(µ0)χb1Q(0, c)

c∫

0

α1(τ, µ0) dτ+

+α(µ0)χ

(
2 +K0b1Qc

c∫

0

β1(τ, µ0)dτ

)
,

σ3.c = K1Γ
∗
c , ϑ3.c = χ

c∫

0

β∗(τ) dτ +K0Γ
∗
c ,

where

Γ∗c = d1Qc

c∫

0

β∗(τ)

c∫

τ

β1(ξ, µ0) dξ dτ+

+ β(µ0)

( c∫

0

λ(τ) dτ + χb1Q(0, c)

c∫

0

α1(τ, µ0) dτ+

+

c∫

0

Q(τ, c)
(
λ(τ) + d1α1(τ, µ0)

)
dτ

)
.

Thus we obtain
∥∥T ∗ϕ(z)− T ∗ϕ(z)

∥∥
c
≤ G1.c‖z − z‖c +G2‖ϕ− ϕ‖∗X ,

where

G1.c = K1β0(µ0)

3∑

i=1

δi.c + α0(µ0)

3∑

i=1

σi.c,

G2 = K0β0(µ0)

3∑

i=1

δi.c + α0(µ0)

3∑

i=1

ϑi.c.

(1.38)



Hyperbolic Differential Functional Equations with Unbounded Delay 27

This completes the proof of Lemma 1.8. �

We are now in a position to show a theorem on existence, uniqueness and
continuous dependence on initial functions for the problem (1.24), (1.25).

Theorem 1.2. Suppose that Assumptions H[X ], HC [ψ], HC [%], HC [f ]
and HC [A] are satisfied. Assume that c ∈ (0, a], d = (d0, d1) ∈ R2

+, λ ∈
L([0, c], R+) satisfy the inequalities (1.34)–(1.36) and

G1.c < 1, (1.39)

where G1.c is defined by (1.38). Then for each ϕ ∈ JC [X ] there exists

z = z[ϕ] ∈ Cϕ.c[d, λ] which is a unique solution of (1.24), (1.25) in the class

Cϕ.c[d, λ]. Furthemore, if ϕ, ϕ ∈ JC [X ], z = z[ϕ], z = z[ϕ], then

‖z − z‖c ≤
G2

1−G1.c
‖ϕ− ϕ‖∗X (1.40)

with G2 given by (1.38).

Proof. It follows from Lemmas 1.7 and 1.8 and from the inequalities (1.34)-
(1.36), (1.39) that for each ϕ ∈ JC [X ] the operator T ∗ϕ : Cϕ.c[d, λ] →
Cϕ.c[d, λ] is a contraction and thus it has a fixed point z[ϕ] ∈ Cϕ.c[d, λ].
The assertion (1.40) immediately follows from Lemma 1.8. �



CHAPTER 2

Initial Problems for Nonlinear Equations

2.1. Introduction

We consider initial value problems for first order nonlinear partial differ-
ential functional equations. Suppose that B is the set defined in Chapter 1.
Let X be a linear normed space of functions from B into R. Suppose that
the functions

f : [0, a]×Rn ×X ×Rn → R, ϕ : (−∞, 0]×Rn → R,

ψ : [0, a]×Rn → Rn+1, ψ = (ψ0, ψ
′), ψ′ = (ψ1, . . . , ψn),

are given. We assume that ψ0(t, x) ≤ t for (t, x) ∈ [0, a]×Rn. Consider the
nonlinear equation

∂tz(t, x) = f
(
t, x, zψ(t,x), ∂xz(t, x)

)
(2.1)

with the initial condition

z(t, x) = ϕ(t, x), (t, x) ∈ (−∞, 0]×Rn. (2.2)

We look for classical solutions of (2.1), (2.2). We use the notation intro-
duced in Chapter 1. Additionally we use the symbol ◦ to denote the scalar
product in Rn. We formulate the following assumption on the space X .

Assumption H∗[X ]. The space (X, ‖ · ‖X) satisfies Assumption H[X ]
given in Section 1.2 with k = 1.

Let us denote by JN [X ] the class of all initial functions ϕ : (−∞, 0]×
Rn → R such that

1) ϕ(t,x) ∈ X for (t, x) ∈ (−∞, 0]×Rn, there exist the derivatives ∂tϕ,
∂xϕ=(∂x1ϕ, . . . , ∂xn

ϕ) on (−∞, 0]×Rn and (∂tϕ)(t,x), (∂xi
ϕ)(t,x) ∈

X for (t, x) ∈ (−∞, 0]×Rn, 1 ≤ i ≤ n,
2) there are b1, b2 ∈ R+ with the properties

‖ϕ(t,x) − ϕ(t,x)‖X ≤ b1
(
|t− t|+ ‖x− x‖

)
,

∥∥(∂tϕ)(t,x) − (∂tϕ)(t,x)
∥∥
X

+

n∑

i=1

∥∥(∂xi
ϕ)(t,x) − (∂xi

ϕ)(t,x)
∥∥
X
≤

≤ b2
(
|t− t|+ ‖x− x‖

)
,

where (t, x), (t, x) ∈ (−∞, 0]×Rn.

28
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Fix ϕ ∈ JN [X ] and c ∈ (0, a], d, p0, p1 ∈ R+. Denote by CLϕ.c[d] the
class of all functions z : (−∞, c] × Rn → R such that z(t, x) = ϕ(t, x) for
(t, x) ∈ (−∞, 0]×Rn and the estimate

∣∣z(t, x)− z(t, x)
∣∣ ≤ d

(
|t− t|+ ‖x− x‖

)

holds on [0, c]×Rn. Write CL∂tϕ.c
[p0, p1] to denote the class of all functions

u0 : (−∞, c]×Rn → R such that u0(t, x) = ∂tϕ(t, x) for (t, x) ∈ (−∞, 0]×Rn

and

|u0(t, x)| ≤ p0,
∣∣u0(t, x)− u0(t, x)

∣∣ ≤ p1

(
|t− t|+ ‖x− x‖

)

on [0, c]×Rn. Let the symbol CL∂xϕ.c
[p0, p1] denote the class of all functions

u : (−∞, c]×Rn → Rn such that u(t, x) = ∂xϕ(t, x) for (t, x) ∈ (−∞, 0]×Rn

and

‖u(t, x)‖ ≤ p0,
∥∥u(t, x)− u(t, x)

∥∥ ≤ p1

(
|t− t|+ ‖x− x‖

)

on [0, c] × Rn. We will prove that for sufficiently small c ∈ (0, a] there
exists a solution z of the problem (2.1), (2.2) such that z ∈ CLϕ.c[d], ∂tz ∈

CL∂tϕ.c
[p0, p1] and ∂xz ∈ C

L
∂xϕ.c

[p0, p1].

2.2. Bicharacteristics for Nonlinear Equations

We begin with the following assumptions.

Assumption HN [∂qf ]. The function f : [0, a]×Rn ×X ×Rn → R of
the variables (t, x, w, q) is such that

1) the derivative ∂qf(t, x, w, q) exists for (t, x, w, q) ∈ [0, a] × Rn ×
X ×Rn,

2) the function ∂qf(·, x, w, q) : [0, a] → Rn is continuous and there
are C, L ∈ R+ such that

‖∂qf(t, x, w, q)‖ ≤ C,
∥∥∂qf(t, x, w, q)− ∂qf(t, x, w, q)

∥∥ ≤ L
(
‖x− x‖+ ‖w − w‖X + ‖q − q‖

)

for (t, x, w, q), (t, x, w, q) ∈ [0, a]×Rn ×X ×Rn.

Assumption HN [ψ]. The function ψ : [0, a] × Rn → Rn+1, ψ =
(ψ0, ψ

′), ψ′ = (ψ1, . . . , ψn), is such that ψ0(t, x) ≤ t for (t, x) ∈ [0, a]× Rn

and

1) the partial derivatives (∂x1ψi, . . . , ∂xn
ψi) = ∂xψi, 0 ≤ i ≤ n, exist

on [0, a]×Rn and they are continuous,
2) there are s1, s2 ∈ R+ with the properties

|∂xj
ψ0(t, x)| + ‖∂xj

ψ′(t, x)‖ ≤ s1,∣∣∂xj
ψ0(t, x) − ∂xj

ψ0(t, x)
∣∣ +

∥∥∂xj
ψ′(t, x) − ∂xj

ψ′(t, x)
∥∥ ≤ s2‖x− x‖

for (t, x), (t, x) ∈ [0, a]×Rn, 1 ≤ j ≤ n.
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Suppose that Assumptions H∗[X ], HN [∂qf ], HN [ψ] are satisfied and let
ϕ ∈ JN [X ], c ∈ (0, a], z ∈ CLϕ.c[d], u ∈ CL∂xϕ.c

[p0, p1], (t, x) ∈ [0, c] × Rn.
Consider the Cauchy problem

η′(τ) = −∂qf
(
τ, η(τ), zψ(τ,η(τ)), u(τ, η(τ))

)
, η(t) = x, (2.3)

and denote by g[z, u](·, t, x) its solution in the classical sense. The function
g[z, u](·, t, x) is the bicharacteristic of (2.1) corresponding to (z, u).

We prove a lemma on bicharacteristics. For w : (−∞, c] × Rn → Rn

and w0 : (−∞, c]×Rn → R we write

‖w‖t.n = sup
{
‖w(s, y)‖ : (s, y) ∈ [0, t]×Rn

}
, 0 ≤ t ≤ c,

‖w0‖t.1 = sup
{
|w0(s, y)| : (s, y) ∈ [0, t]×Rn

}
, 0 ≤ t ≤ c.

Put
Q1 = (1 + C) exp(cΛ∗L), Q2 = L exp(cΛ∗L),

Λ∗ = 1 + s1(K1d+K0b1) + p1.
(2.4)

Lemma 2.1. Suppose that Assumptions H∗[X ], HN [∂qf ], HN [ψ] are

satisfied. Let ϕ, ϕ ∈ JN [X ] be such that ‖ϕ−ϕ‖∗X < +∞ and let z ∈ CLϕ.c[d],

z ∈ CLϕ.c[d], u ∈ C
L
∂xϕ.c

[p0, p1], u ∈ C
L
∂xϕ.c

[p0, p1], c ∈ (0, a]. Then, for each

(t, x) ∈ [0, c]×Rn the solutions g[z, u](·, t, x) and g[z, u](·, t, x) exist on [0, c],
they are unique and they satisfy the conditions

∥∥g[z, u](τ, t, x)− g[z, u](τ, t, x)
∥∥ ≤ Q1

(
|t− t|+ ‖x− x‖

)
, (2.5)

where (τ, t, x), (τ, t, x) ∈ [0, c]2 ×Rn, and
∥∥g[z, u](τ, t, x)− g[z, u](τ, t, x)

∥∥ ≤

≤ Q2

∣∣∣∣

t∫

τ

(
K1‖z − z‖ξ.1 +K0‖ϕ− ϕ‖∗X + ‖u− u‖ξ.n

)
dξ

∣∣∣∣, (2.6)

where (τ, t, x) ∈ [0, c]2 ×Rn.

Proof. The existence and uniqueness of a classical solution of (2.3) follows
from Assumption HN [∂qf ] and from the following Lipschitz condition

∣∣∣∂qi
f
(
τ, y, zψ(τ,y), u(τ, y)

)
− ∂qi

f
(
τ, y, zψ(τ,y), u(τ, y)

)∣∣∣ ≤ LΛ∗‖y − y‖,

where τ ∈ [0, c], y, y ∈ Rn. The bicharacteristics satisfy the integral equa-
tion

g[z, u](τ, t, x) = x−

τ∫

t

∂qf
(
P [z, u](ξ, t, x)

)
dξ,

where

P [z, u](ξ, t, x) =

=
(
ξ, g[z, u](ξ, t, x), zψ(ξ,g[z,u](ξ,t,x)), u(ξ, g[z, u](ξ, t, x))

)
. (2.7)
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Then we have the integral inequality
∥∥g[z, u](τ, t, x)− g[z, u](τ, t, x)

∥∥ ≤

≤ (1+C)
(
|t−t|+‖x−x‖

)
+

∣∣∣∣

τ∫

t

LΛ∗
∥∥∥g[z, u](ξ, t, x)−g[z, u](ξ, t, x)

∥∥∥ dξ
∣∣∣∣

for (τ, t, x), (τ, t, x) ∈ [0, c]2 × Rn. Using the Gronwall inequality, we ob-
tain (2.5).

We have
∣∣z(t, x)− z(t, x)

∣∣ ≤ |z(t, x)− z(0, x)|+

+
∣∣ϕ(0, x) − ϕ(0, x)

∣∣ +
∣∣z(0, x)− z(t, x)

∣∣ ≤ 2dc+ χ‖ϕ− ϕ‖∗X

on [0, c]× Rn. Thus ‖z − z‖t.1 < +∞, t ∈ [0, c], and the following integral
inequality

∥∥∥g[z, u](τ, t, x)− g[z, u](τ, t, x)
∥∥∥ ≤

≤

∣∣∣∣

τ∫

t

L
(
Λ∗

∥∥g[z, u](ξ, t, x)− g[z, u](ξ, t, x)
∥∥+

+K1‖z − z‖ξ.1 +K0‖ϕ− ϕ‖∗X + ‖u− u‖ξ.n

)
dξ

∣∣∣∣

holds for (τ, t, x) ∈ [0, c]2×Rn. The assertion (2.6) follows from the Gronwall
inequality. This completes the proof of Lemma 2.1. �

2.3. The Sequence of Successive Approximations

We formulate further assumptions on f . We denote by CL(X,R) the
set of all linear continuous functions from X into R and by ‖ · ‖∗ the norm
in the space CL(X,R).

Assumption HN [f ]. The function f : [0, a] × Rn × X × Rn → R

satisfies Assumption HN [∂qf ] and

1) there is C̃ ∈ R+ such that |f(t, x, w, q)| ≤ C̃ on [0, a]×Rn×X×Rn

and ∣∣f(t, x, w, q)− f(t, x, w, q)
∣∣ ≤ C|t− t|,

where (t, x, w, q), (t, x, w, q) ∈ [0, a]×Rn ×X ×Rn,
2) the derivative ∂xf(t, x, w, q) and the Fréchet derivative

∂wf(t, x, w, q) ∈ CL(X,R) exist for (t, x, w, q) ∈ [0, a] × Rn ×
X ×Rn,

3) the estimates

‖∂xf(t, x, w, q)‖ ≤ C, ‖∂wf(t, x, w, q)‖∗ ≤ C

and the Lipschitz conditions
∥∥∂xf(t, x, w, q)− ∂xf(t, x, w, q)

∥∥ ≤ L
(
‖x− x‖+ ‖w − w‖X + ‖q − q‖

)
,
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∥∥∂wf(t, x, w, q) − ∂wf(t, x, w, q)
∥∥
∗
≤ L

(
‖x− x‖+ ‖w − w‖X + ‖q − q‖

)

are satisfied for (t, x, w, q), (t, x, w, q) ∈ [0, a]×Rn ×X ×Rn.

If ω = (ω1, . . . , ωn) with ωi ∈ X , 1 ≤ i ≤ n, and (t, x, w, q) ∈ [0, a] ×
Rn ×X ×Rn, then we write

∂wf(t, x, w, q)(ω) =
(
∂wf(t, x, w, q)ω1, . . . , ∂wf(t, x, w, q)ωn

)
.

For ϕ ∈ JN [X ] and z ∈ CLϕ.c[d], u, v ∈ C
L
∂xϕ.c

[p0, p1], v0 ∈ C
L
∂tϕ.c

[p0, p1]

with c ∈ (0, a], we define

F [z, u] : [0, c]×Rn → R, G[z, u, v0, v] : [0, c]×Rn → Rn

in the following way

F [z, u](t, x) = ϕ
(
0, g[z, u](0, t, x)

)
+

+

t∫

0

[
f
(
P [z, u](τ, t, x)

)
−∂qf

(
P [z, u](τ, t, x)

)
◦u

(
τ, g[z, u](τ, t, x)

)]
dτ, (2.8)

G[z, u, v0, v](t, x) = ∂xϕ
(
0, g[z, u](0, t, x)

)
+

+

t∫

0

[
∂xf

(
P [z, u](τ, t, x)

)
+∂wf

(
P [z, u](τ, t, x)

)(
W [z, u, v0, v](τ, t, x)

)]
dτ, (2.9)

where P [z, u](·, t, x) is given by (2.7) and

W [z, u, v0, v](τ, t, x) =
(
W1[z, u, v0, v](τ, t, x), . . . ,Wn[z, u, v0, v](τ, t, x)

)
,

Wi[z, u, v0, v](τ, t, x) =

n∑

j=0

∂xi
ψj

(
τ, g[z, u](τ, t, x)

)
(vj)ψ(τ,g[z,u](τ,t,x)),

where 1 ≤ i ≤ n, v = (v1, . . . , vn). We define the sequences {z(m)}, {u
(m)
0 }

and {u(m)}, where z(m), u
(m)
0 : (−∞, c]×Rn → R, u(m) : (−∞, c]× Rn →

Rn, as follows. Let ϕ̃ : (−∞, c] × Rn → R be an extention of ϕ such that
ϕ̃ ∈ CLϕ.c[d], ∂tϕ̃ ∈ C

L
∂tϕ.c

[p0, p1], ∂xϕ̃ ∈ C
L
∂xϕ.c

[p0, p1]. Put

z(0) = ϕ̃, u
(0)
0 = ∂tϕ̃ and u(0) = ∂xϕ̃ on (−∞, c]×Rn.

Suppose that z(m) ∈ CLϕ.c[d], u
(m)
0 ∈ CL∂tϕ.c

[p0, p1] and u(m) ∈ CL∂xϕ.c
[p0, p1]

are known functions. Then

1) the function u(m+1) is a solution of the problem

u = G
[
z(m), u, u

(m)
0 , u(m)

]
, u = ∂xϕ on (−∞, 0]×Rn, (2.10)

2) the functions z(m+1) and u
(m+1)
0 are given by

z(m+1) = F [z(m), u(m+1)], z(m+1) = ϕ on (−∞, 0]×Rn,

u
(m+1)
0 =f

(
·, (z(m))ψ(·), u

(m+1)(·)
)
, u

(m+1)
0 =∂tϕ on (−∞, 0]×Rn.

(2.11)
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Remark 2.1. The above defined sequences {z(m)}, {u(m)} can be called
the sequence of succesive approximations for the system of functional inte-
gral equations

z = F [z, u], u = G[z, u, u0, u] on [0, c]×Rn, (2.12)

where u0(t, x) = f(t, x, zψ(t,x), u(t, x)) for (t, x) ∈ [0, c]×Rn and u0(t, x) =
∂tϕ(t, x) for (t, x) ∈ (−∞, 0]×Rn, with the initial conditions

z = ϕ, u = ∂xϕ on (−∞, 0]×Rn.

This problem is obtained in the following way. We introduce an unknown
function u, where u = ∂xz and consider the linearization of (2.1)

∂tz(t, x) = f
(
t, x, zψ(t,x), u(t, x)

)
+

+∂qf
(
t, x, zψ(t,x), u(t, x)

)
◦

(
∂xz(t, x)− u(t, x)

)
. (2.13)

By virtue of (2.1) we get the following differential system for the unknown
function u

∂tu(t, x) = ∂xf
(
t, x, zψ(t,x), u(t, x)

)
+ ∂qf

(
t, x, zψ(t,x), u(t, x)

)
◦ ∂xu(t, x)+

+∂wf
(
t, x, zψ(t,x), u(t, x)

)
(V (t, x)), (2.14)

where V = (V1, . . . , Vn) and

Vi(t, x) = ∂xi
ψ0(t, x)(∂tz)ψ(t,x) +

n∑

j=1

∂xi
ψj(t, x)(∂xj

z)ψ(t,x), 1 ≤ i ≤ n.

Finally we put ∂xz = u and ∂tz = u0 in (2.14) and we consider (2.13), (2.14)
along the bicharacteristics g[z, u](·, t, x). In this way we obtain

d

dτ
z
(
τ, g[z, u](τ, t, x)

)
=

= f
(
P [z, u](τ, t, x)

)
− ∂qf

(
P [z, u](τ, t, x)

)
◦ u

(
τ, g[z, u](τ, t, x)

)
,

d

dτ
u
(
τ, g[z, u](τ, t, x)

)
=

= ∂xf
(
P [z, u](τ, t, x)

)
+ ∂wf

(
P [z, u](τ, t, x)

)(
W [z, u, u0, u](τ, t, x)

)
.

By integrating from 0 to t with respect to τ we get (2.12).

We formulate the lemmas on existence of the above defined sequences

{z(m)}, {u
(m)
0 } and {u(m)}. We need the following assumption on the con-

stants c, d, p0, p1. Write

λ0 = K1 max{C̃, p0}+K0b1, λ1 = K1 max
{
(1 + Λ∗)C, p1

}
+K0b2,

Lf = LΛ∗Q1, Lϕ = χb2Q1, Lw = Q1(s2λ0 + s21λ1).

Assumption H[c, d, p0, p1]. The constants c ∈ (0, a], d, p0, p1 ∈ R+

satisfy the conditions

p0 = d ≥ max
{
χb1 + cC(1 + s1λ0),
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χb1Q1 + C̃ + Cp0 + c
(
(C + Lp0)Λ

∗ + CQ1p1

)}
, (2.15)

p1 ≥ max
{
C(1 + Λ∗), Lϕ + c

(
Lf + Lfs1λ0 + CLw

)}
. (2.16)

If m ≥ 1 is fixed, and the functions z(m) ∈ CLϕ.c[d], u
(m)
0 ∈ CL∂tϕ.c

[p0, p1] and

u(m) ∈ CL∂xϕ.c
[p0, p1] are known, then we write

G(m)[u] = G
[
z(m), u, u

(m)
0 , u(m)

]
, u ∈ CL∂xϕ.c

[p0, p1]. (2.17)

Lemma 2.2. If Assumptions H∗[X ], HN [f ], HN [ψ], H[c, d, p0, p1] are

satisfied and ϕ ∈ JN [X ], then G(m) : CL∂xϕ.c
[p0, p1] → CL∂xϕ.c

[p0, p1]. More-

over, there exists exactly one function ũ ∈ CL∂xϕ.c
[p0, p1] satisfying the equa-

tion u = G(m)[u].

Proof. Let u ∈ CL∂xϕ.c
[p0, p1]. We prove that

∥∥G(m)[u](t, x)
∥∥ ≤ p0, (t, x) ∈ [0, c]×Rn (2.18)

and
∥∥G(m)[u](t, x)−G(m)[u](t, x)

∥∥ ≤ p1

(
|t− t|+ ‖x− x‖

)
, (2.19)

where (t, x), (t, x) ∈ [0, c]×Rn. It follows from the assumptions that
∥∥G(m)[u](t, x)

∥∥ ≤ χb1 + cC(1 + s1λ0) on [0, c]×Rn,

and according to (2.15) we get (2.18).
Let w(m)[u](τ, t, x) ∈ Xn be given by

w(m)[u](τ, t, x) = W
[
z(m), u, u

(m)
0 , u(m)

]
(τ, t, x).

Suppose that (t, x), (t, x) ∈ [0, c]×Rn. The terms
∥∥∥∂xf

(
P [z(m), u](τ, t, x)

)
− ∂xf

(
P [z(m), u](τ, t, x)

)∥∥∥,
∥∥∥∂wf

(
P [z(m), u](τ, t, x)

)
− ∂wf

(
P [z(m), u](τ, t, x)

)∥∥∥
∗

are bounded from above by Lf (|t− t|+ ‖x− x‖). We have also
∥∥∥∂xϕ

(
0, g[z(m), u](0, t, x)

)
− ∂xϕ

(
0, g[z(m), u](0, t, x)

)∥∥∥ ≤

≤ Lϕ
(
|t− t|+ ‖x− x‖

)
,

∥∥w(m)[u](τ, t, x)− w(m)[u](τ, t, x)
∥∥
X
≤ Lw

(
|t− t|+ ‖x− x‖

)
.

Thus we obtain (2.19) under the assumption (2.16). This proves that
G(m)[u] ∈ CL∂xϕ.c

[p0, p1].

There is γ̃ > 0 such that for u, u ∈ CL∂xϕ.c
[p0, p1] we have

∥∥G(m)[u](t, x)−G(m)[u](t, x)
∥∥ ≤ γ̃

t∫

0

‖u− u‖ξ.ndξ, (t, x) ∈ [0, c]×Rn.
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For u ∈ CL∂xϕ.c
[p0, p1] and for λ > γ̃ we define

‖u‖(λ) = max
{
‖u(t, x)‖e−λt : (t, x) ∈ [0, c]×Rn

}
.

If u, u ∈ CL∂xϕ.c
[p0, p1], then

∥∥G(m)[u](t, x)−G(m)[u](t, x)
∥∥≤ γ̃

t∫

0

‖u−u‖(λ)e
λξ dξ≤

γ̃

λ
‖u−u‖(λ) e

λt,

that is,
∥∥G(m)[u]−G(m)[u]

∥∥
(λ)

≤
γ̃

λ
‖u− u‖(λ).

We have γ̃
λ
< 1 and by the Banach fixed point theorem there exists exactly

one ũ ∈ CL∂xϕ.c
[p0, p1] satisfying the equation u = G(m)[u]. The proof of

Lemma 2.2 is complete. �

The following lemma is important in our considerations.

Lemma 2.3. If Assumptions H∗[X ], HN [f ], HN [ψ], H[c, d, p0, p1] are

satisfied, ϕ ∈ JN [X ], then for any m ≥ 0 we have

∂tz
(m)(t, x) = u

(m)
0 (t, x), ∂xz

(m)(t, x) = u(m)(t, x) on [0, c]×Rn (2.20)

and

z(m) ∈ CLϕ.c[d], u
(m)
0 ∈ CL∂tϕ.c

[p0, p1]. (2.21)

Proof. First we prove (2.20) by induction. It follows from the definition

of z(0), u
(0)
0 , u(0) that (2.20) is satisfied for m = 0. Suppose that (2.20)

holds for a given m ≥ 0. We will prove that for z(m+1) given by (2.11) the
following equalities

∂tz
(m+1) = u

(m+1)
0 , ∂xz

(m+1) = u(m+1) on [0, c]×Rn (2.22)

are true. Write

∆(t, t, x, x) =

= z(m+1)(t, x)−z(m+1)(t, x)−u
(m+1)
0 (t, x)(t−t)−u(m+1)(t, x) ◦ (x−x),

where (t, x), (t, x) ∈ [0, c] × Rn. We prove that there exists C0 ∈ R+ such
that ∣∣∆(t, t, x, x)

∣∣ ≤ C0

(
|t− t|+ ‖x− x‖

)2
. (2.23)

According to (2.10), (2.11) and (2.17) we have

∆(t, t, x, x) = F
[
z(m), u(m+1)

]
(t, x)− F

[
z(m), u(m+1)

]
(t, x)−

− u
(m+1)
0 (t, x)(t − t)−G(m)[u(m+1)](t, x) ◦ (x− x).

For simplicity write

g(τ, t, x)=g
[
z(m),u(m+1)

]
(τ, t, x), w(τ, t, x)=w(m)[u(m+1)](τ, t, x),

Q(t, x) = (0, g(0, t, x)), P (τ, t, x) = P
[
z(m),u(m+1)

]
(τ, t, x).

(2.24)
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Let R(s, τ, t, t, x, x) be the following intermediate point

R(s, τ, t, t, x, x) = P (τ, t, x) + s
(
P (τ, t, x)− P (τ, t, x)

)
, 0 ≤ s ≤ 1.

Fix (t, x), (t, x) ∈ [0, c]×Rn. To formulate the properties of ∆, we define

A(t, t, x, x)=ϕ(Q(t, x))−ϕ(Q(t, x))−∂xϕ(Q(t, x)) ◦
(
g(0, t, x)−g(0, t, x)

)
,

B(t, t, x, x) = ∂xϕ(Q(t, x)) ◦
(
g(0, t, x)− g(0, t, x)− (x− x)

)
,

δf.x(s, τ, t, t, x, x) = ∂xf
(
R(s, τ, t, t, x, x)

)
− ∂xf(P (τ, t, x)),

δf.w(s, τ, t, t, x, x) = ∂wf
(
R(s, τ, t, t, x, x)

)
− ∂wf(P (τ, t, x)),

δf.q(s, τ, t, t, x, x) = ∂qf
(
R(s, τ, t, t, x, x)

)
− ∂qf

(
P (τ, t, x)

)
.

We have

∆(t, t, x, x) = ∆1(t, t, x, x) + ∆2(t, t, x, x),

where

∆1(t, t, x, x) = A(t, t, x, x)+

+

t∫

0

1∫

0

[
δf.x(s, τ, t, t, x, x) ◦

(
g(τ, t, x)− g(τ, t, x)

)
+

+δf.w(s, τ, t, t, x, x)
(
(z(m))ψ(τ,g(τ,t,x)) − (z(m))ψ(τ,g(τ,t,x))

)
+

+δf.q(s, τ, t, t, x, x)◦
(
u(m+1)(τ, g(τ, t, x))−u(m+1)(τ, g(τ, t, x))

)]
ds dτ+

+

t∫

0

∂wf(P (τ, t, x))
(
(z(m))ψ(τ,g(τ,t,x)) − (z(m))ψ(τ,g(τ,t,x))−

−w(τ, t, x) ◦
(
g(τ, t, x)− g(τ, t, x)

))
dτ

and

∆2(t, t, x, x) = B(t, t, x, x)+

+

t∫

0

[(
∂xf(P (τ, t, x)) + ∂wf(P (τ, t, x))(w(τ, t, x))

)
◦

◦
(
g(τ, t, x)− g(τ, t, x)− (x− x)

)
−

−
(
∂qf(P (τ, t, x))− ∂qf(P (τ, t, x))

)
◦ u(m+1)(τ, g(τ, t, x))

]
dτ+

+

t∫

t

(
f(P (τ, t, x))− ∂qf(P (τ, t, x)) ◦ u(m+1)(τ, g(τ, t, x))

)
dτ−

−u
(m+1)
0 (t, x)(t − t).
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Substituting the relation

g(τ, t, x)− g(τ, t, x)− (x− x) =

=

t∫

τ

(
∂qf(P (τ, t, x))− ∂qf(P (τ, t, x))

)
dτ +

t∫

t

∂qf(P (τ, t, x)) dτ

into ∆2(t, t, x, x) and changing the order of integration, we obtain

∆2(t, t, x, x) = C(t, t, x, x)+

+

t∫

0

(
∂qf(P (τ, t, x))− ∂qf(P (τ, t, x))

)
◦ D(τ, t, x) dτ,

where

C(t, t, x, x) =

t∫

t

[
∂qf(P (τ, t, x))◦

◦
(
u(m+1)(τ,g(τ, t,x))−u(m+1)(τ, g(τ, t, x))

)
+f

(
P (τ, t, x)

)
−u

(m+1)
0 (t,x)

]
dτ,

D(τ, t, x) = −u(m+1)(τ, g(τ, t, x)) + ∂xϕ(Q(t, x))+

+

t∫

0

(
∂xf(P (ξ, t, x)) + ∂wf(P (ξ, t, x))(w(ξ, t, x))

)
dξ.

Since g(s, τ, g(τ, t, x)) = g(s, t, x) for (τ, t, x) ∈ [0, c]2 ×Rn, we have

u(m+1)(τ, g(τ, t, x)) = ∂xϕ(Q(t, x))+

+

τ∫

0

(
∂xf(P (s, t, x)) + ∂wf(P (s, t, x))(w(s, t, x))

)
ds.

Thus

D(τ, t, x) = 0, (τ, t, x) ∈ [0, c]2 ×Rn.

Consequently,

∆2(t, t, x, x) = C(t, t, x, x) for (t, x), (t, x) ∈ [0, c]×Rn,

and there is C2 ∈ R+ such that
∣∣∆2(t, t, x, x)

∣∣ ≤ C2

(
|t− t|+ ‖x− x‖

)2
, (t, x), (t, x) ∈ [0, c]×Rn. (2.25)

To estimate ∆1(t, t, x, x), we note that there exists CA ∈ R+ such that
∣∣A(t, t, x, x)

∣∣ ≤ CA
(
|t− t|+ ‖x− x‖

)2
.

Moreover, the terms
∥∥δf.x(s, τ, t, t, x, x)

∥∥,
∥∥δf.q(s, τ, t, t, x, x)

∥∥,
∥∥δf.w(s, τ, t, t, x, x)

∥∥
∗
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are bounded from above by Lδ‖g(τ, t, x)− g(τ, t, x)‖ for some Lδ ∈ R+. We
have also

∥∥∥(z(m))ψ(τ,g(τ,t,x)) − (z(m))ψ(τ,g(τ,t,x))

∥∥∥
X
≤

≤ s1(K1d+K0b1)
∥∥g(τ, t, x)− g(τ, t, x)

∥∥,
∥∥u(m+1)(τ, g(τ, t, x))− u(m+1)(τ, g(τ, t, x))

∥∥ ≤ p1

∥∥g(τ, t, x)− g(τ, t, x)
∥∥.

It follows from the equalities ∂tz
(m) = u

(m)
0 , ∂xz

(m) = u(m) on [0, c] × Rn

that
∥∥∥(z(m))ψ(τ,g(τ,t,x)) − (z(m))ψ(τ,g(τ,t,x))−

− w(τ, t, x) ◦
(
g(τ, t, x)− g(τ, t, x)

)∥∥∥
X
≤

≤
(
s21(K1p1 +K0b2) + s2(K1d+K0b1)

)∥∥g(τ, t, x)− g(τ, t, x)
∥∥2
.

All the above estimates together with properties of bicharacteristics imply
that there is C1 ∈ R+ such that

∣∣∆1(t, t, x, x)
∣∣ ≤ C1

(
|t− t|+ ‖x− x‖

)2
, (t, x), (t, x) ∈ [0, c]×Rn. (2.26)

The relations (2.25) and (2.26) give (2.23) and consequently on [0, c]×Rn

∂tz
(m+1)(t, x) = u

(m+1)
0 (t, x), ∂xz

(m+1)(t, x) = u(m+1)(t, x).

The proof of (2.22) is complete. �

Now we prove that z(m+1) ∈ CLϕ.c[d], where z(m+1) is given by (2.11).
It follows from (2.20) and from Assumption H[c, d, p0, p1] that on [0, c]×Rn

∥∥∂xz(m+1)(t, x)
∥∥ ≤ d.

Let (t, x), (t, x) ∈ [0, c]× Rn. We use the notation (2.24) and we can write
the following estimates

∣∣ϕ(Q(t, x)) − ϕ(Q(t, x))
∣∣ ≤ χb1Q1|t− t|,

∣∣∣∣

t∫

t

∣∣∣f(P (τ, t, x))− ∂qf(P (τ, t, x)) ◦ u(m+1)(τ, g(τ, t, x))
∣∣∣ dτ

∣∣∣∣ ≤

≤ (C̃ + Cp0)|t− t|,

t∫

0

(∣∣f(P (τ, t, x))−f(P (τ, t, x))
∣∣+

∣∣∣∂qf(P (τ, t, x))◦u(m+1)(τ, g(τ, t, x))−

−∂qf(P (τ, t, x)) ◦ u(m+1)(τ, g(τ, t, x))
∣∣∣
)
dτ ≤

≤ c
(
(C + Lp0)Λ

∗ + CQ1p1

)
|t− t|.
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It follows from Assumption H[c, d, p0, p1] that
∣∣z(m+1)(t, x)− z(m+1)(t, x)

∣∣ ≤ d|t− t|.

Since |u
(m+1)
0 (t, x)| ≤ C̃ and
∣∣u(m+1)

0 (t, x) − u
(m+1)
0 (t, x)

∣∣ ≤ (1 + Λ∗)C
(
|t− t|+ ‖x− x‖

)

on [0, c]×Rn, we have
∣∣u(m+1)

0 (t, x)
∣∣ ≤ p0,

∣∣u(m+1)
0 (t, x) − u

(m+1)
0 (t, x)

∣∣ ≤ p1

(
|t− t|+ ‖x− x‖

)

on [0, c]×Rn. The above estimates prove that u
(m+1)
0 ∈ CL∂tϕ.c

[p0, p1]. This
completes the proof of Lemma 2.3.

2.4. Existence and Uniqueness of Classical Solutions

We prove the convergence of the sequences {z(m)}, {u
(m)
0 } and {u(m)}.

Lemma 2.4. If Assumptions H∗[X ], HN [f ], HN [ψ], H[c, d, p0, p1] are

satisfied and ϕ ∈ JN [X ], then the sequences {z(m)}, {u
(m)
0 } and {u(m)} are

uniformly convergent on [0, c]×Rn.

Proof. For (t, x) ∈ [0, c]×Rn, m ≥ 1, we have the following estimates
∣∣z(m)(t, x)− z(m−1)(t, x)

∣∣ ≤
≤

∣∣z(m)(t, x)− z(m)(0, x)
∣∣ +

∣∣z(m−1)(0, x)− z(m−1)(t, x)
∣∣ ≤ 2dc,

∥∥u(m)(t, x)− u(m−1)(t, x)
∥∥ ≤

≤
∥∥u(m)(t, x) − u(m)(0, x)

∥∥ +
∥∥u(m−1)(0, x)− u(m−1)(t, x)

∥∥ ≤ 2p1c.

Thus for t ∈ [0, c] and m ≥ 1 we can write

Zm(t) = ‖z(m) − z(m−1)‖t.1 and Um(t) = ‖u(m) − u(m−1)‖t.n.

The assumptions of Lemma 2.4 imply the inequality

Um+1(t) ≤ Γ̃1

t∫

0

(
K1Zm(τ) + Um+1(τ)

)
dτ+

+K1Cs1

t∫

0

(
(1 + C)Um(τ) + CK1dZm−1(τ)

)
dτ,

where t ∈ [0, c] for some Γ̃1 ∈ R+ independent of m. The above estimate
and the Gronwall inequality yield

Um+1(t) ≤

≤ecΓ̃1

t∫

0

[
s1C

2K2
1Zm−1(τ)+Γ̃1K1Zm(τ)+s1K1C(1+C)Um(τ)

]
dτ. (2.27)
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An easy computation shows that there is Γ̃2 ∈ R+ such that

Zm+1(t) ≤ Γ̃2

t∫

0

(
K1Zm(τ) + Um+1(τ)

)
dτ + C

t∫

0

Um+1(τ) dτ. (2.28)

The inequalities (2.27) and (2.28) yield

Zm+1(t)+Um+1(t)≤A1

t∫

0

(
Zm(τ) + Um(τ)

)
dτ+A2

t∫

0

Zm−1(τ) dτ (2.29)

for some A1, A2 ∈ R+ independent of m, t ∈ [0, c]. For Y ∈ C([0, c], R) and
for λ > A1 +A2 we put

‖Y ‖λ = max
{
|Y (t)|e−λt : t ∈ [0, c]

}
.

It follows from (2.29) that

Zm+1(t)+Um+1(t) ≤ A1

t∫

0

‖Zm+Um‖λ e
λτ dτ+A2

t∫

0

‖Zm−1‖λ e
λτ dτ ≤

≤
(A1

λ
‖Zm + Um‖λ +

A2

λ
‖Zm−1‖λ

)
eλt, t ∈ [0, c],

that is,

‖Zm+1 + Um+1‖λ ≤
A1

λ
‖Zm + Um‖λ +

A2

λ
‖Zm−1‖λ, m ≥ 2.

Let us denote ym = ‖Zm + Um‖λ, m ≥ 0. Then

ym+1 ≤
A1

λ
ym +

A2

λ
ym−1, m ≥ 1.

Moreover, y1, y2 ≤ 2c(d + p1). It follows from the stability theory for
difference equations and from the inequality A1

λ
+ A2

λ
< 1 that there is

A0 ∈ R+ and q ∈ (0, 1) such that

ym ≤ A0q
m, m ≥ 1.

Consequently the sequences {z(m)}, {u(m)} are uniformly convergent. To

prove the convergence of {u
(m)
0 }, we put

Vm(t) =
∥∥u(m)

0 − u
(m−1)
0

∥∥
t.1
, t ∈ [0, c], m ≥ 1.

It follows from the inequality

Vm+1(t) ≤ C(K1 + 1)
(
Zm(t) + Um+1(t)

)
, t ∈ [0, c],

that

‖Vm+1‖λ ≤ C(K1 + 1)A0(1 + q)qm.

We have also the estimate V1(t) ≤ 2cp1, t ∈ [0, c]. Thus the sequence {u
(m)
0 }

is a Cauchy sequence and hence it is uniformly convergent. The proof of
Lemma 2.4 is complete. �
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We are in a position to state the main result for the problem (2.1), (2.2).
Set

‖∂tϕ‖
∗
X = sup

{
‖∂tϕ(t,x)‖X : (t, x) ∈ (−∞, 0]×Rn

}
,

‖∂xϕ‖
∗∗
X = sup

{ n∑

j=1

‖∂xj
ϕ(t,x)‖X : (t, x) ∈ (−∞, 0]×Rn

}
,

where ϕ ∈ JN [X ].

Theorem 2.1. Suppose that Assumptions H∗[X ], HN [f ], HN [ψ],
H[c, d, p0, p1] are satisfied. Then for each ϕ ∈ JN [X ] there exists a solution

z = z[ϕ] : (−∞, c]×Rn → R to the problem (2.1), (2.2) such that

z ∈ CLϕ.c[d], ∂tz ∈ C
L
∂tϕ.c

[p0, p1] and ∂xz ∈ C
L
∂xϕ.c

[p0, p1].

Moreover, if ϕ, ϕ ∈ JN [X ] are such that ‖ϕ− ϕ‖∗X , ‖∂tϕ− ∂tϕ‖
∗
X , ‖∂xϕ−

∂xϕ‖
∗∗
X are finite and z = z[ϕ], z = z[ϕ], then there is Θ ∈ R+ such that

‖z − z‖c.1 +
∥∥∂tz − ∂tz

∥∥
c.1

+
∥∥∂xz − ∂xz

∥∥
c.n

≤

≤ Θ
(
‖ϕ− ϕ‖∗X +

∥∥∂tϕ− ∂tϕ
∥∥∗
X

+
∥∥∂xϕ− ∂xϕ

∥∥∗∗
X

)
. (2.30)

Proof. It follows from Lemmas 2.3 and 2.4 that there is z ∈ CLϕ.c[d] such
that

z(t, x) = lim
m→∞

z(m)(t, x),

∂tz(t, x) = lim
m→∞

u
(m)
0 (t, x), ∂xz(t, x) = lim

m→∞
u(m)(t, x)

uniformly on [0, c]×Rn. Thus we get

z = F [z, ∂xz], ∂xz = G[z, ∂xz, ∂xz] on [0, c]×Rn.

Moreover, z = ϕ on (−∞, 0] × Rn. Hence z is a solution of the problem
(2.1), (2.2) on (−∞, c]×Rn.

We prove the assertion (2.30). There are Θ0, Θ1 ∈ R+ such that the
following integral inequality

‖z − z‖t.1 +
∥∥∂xz − ∂xz

∥∥
t.n

≤

≤ Θ0

(
‖ϕ− ϕ‖∗X +

∥∥∂tϕ− ∂tϕ
∥∥∗
X

+
∥∥∂xϕ− ∂xϕ

∥∥∗∗
X

)
+

+ Θ1

t∫

0

(
‖z − z‖τ.1 +

∥∥∂xz − ∂xz
∥∥
τ.n

)
dτ

is satisfied for t ∈ [0, c]. Using the Gronwall inequality, we get

‖z − z‖t.1 +
∥∥∂xz − ∂xz

∥∥
t.n

≤

≤ Θ0 e
cΘ1

(
‖ϕ− ϕ‖∗X +

∥∥∂tϕ− ∂tϕ
∥∥∗
X

+
∥∥∂xϕ− ∂xϕ

∥∥∗∗
X

)
. (2.31)
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Moreover, we have
∥∥∂tz − ∂tz

∥∥
t.1
≤ C

(
K1‖z − z‖t.1 +K0‖ϕ− ϕ‖∗X +

∥∥∂xz − ∂xz
∥∥
t.n

)
≤

≤ C
(
(K1+1)Θ0e

cΘ1 +K0

)(
‖ϕ−ϕ‖∗X+

∥∥∂tϕ−∂tϕ
∥∥∗
X

+
∥∥∂xϕ−∂xϕ

∥∥∗∗
X

)
,

which together with (2.31) yields (2.30), where

Θ = Θ0 e
cΘ1(1 + C(K1 + 1)) + CK0.

This completes the proof of Theorem 2.1. �



CHAPTER 3

Mixed Problems for Quasilinear Systems

3.1. Introduction

Let B be the set defined in Chapter 1. For a > 0 and b = (b̃1, . . . , b̃n),

b̃i > 0, i = 1, . . . , n, we define the sets

E=[0, a]×[−b, b], E0 =(−∞, 0]×[−b− r, b+ r], D0 =(−∞, 0]×[−b, b],

∂0E = [0, a]×
(
[−b− r, b+ r] \ (−b, b)

)
.

For c ∈ (0, a] we put

E[c] =
{
(t, x) ∈ E : t ≤ c

}
, ∂0E[c] =

{
(t, x) ∈ ∂0E : t ≤ c

}
,

E∗[c] =
{
(t, x) ∈ E0 ∪ E ∪ ∂0E : t ≤ c

}
.

Given a function z : E∗[c] → Rk, c ∈ (0, a], and a point (t, x) ∈ D0 ∪ E[c],
we consider the function z(t,x) : B → Rk defined by

z(t,x)(s, y) = z(t+ s, x+ y), (s, y) ∈ B.

Let (X, ‖ · ‖X) be the phase space of functions from B into Rk and suppose
that Assumption H[X ] (see Section 1.2) is satisfied. Write Ω = E ×X and
suppose that

A : Ω →Mk×k, A = [Aij ]i,j=1,...,k,

% : Ω →Mk×n, % = [%ij ]i=1,...,k, j=1,...,n,

f : Ω → Rk, f = (f1, . . . , fk),

ϕ : E0 ∪ ∂0E→Rk and ψ : E→D0 ∪ E, ψ=(ψ0, ψ
′), ψ′=(ψ1, . . . , ψn),

are given functions. We assume that ψ0(t, x) ≤ t for (t, x) ∈ E. We consider
the system of differential functional equations in the Schauder canonic form

k∑

j=1

Aij(t, x, zψ(t,x))
(
∂tzjt, x) +

n∑

ν=1

%iν(t, x, zψ(t,x))∂xν
zj(t, x)

)
=

= fi(t, x, zψ(t,x)), 1 ≤ i ≤ k, (3.1)

with the initial boundary condition

z(t, x) = ϕ(t, x) for (t, x) ∈ E0 ∪ ∂0E. (3.2)

A function z : E∗[c] → Rk, c ∈ (0, a], is a solution of the above prob-
lem if

43
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(i) zψ(t,x) ∈ X for (t, x) ∈ E[c],
(ii) the derivatives ∂tz, ∂xzi = (∂x1zi, . . . , ∂xn

zi), 1 ≤ i ≤ k, exist
almost everywhere on E[c],

(iii) z satisfies (3.1) almost everywhere on E[c] and the condition (3.2)
holds.

We use the notation introduced in Chapter 1. Let us denote by JB [X ]
the class of all initial boundary functions ϕ : E0 ∪ ∂0E → Rk satisfying the
following conditions:

1) ϕ(t,x) ∈ X for (t, x) ∈ D0 and there are b0, b1 ∈ R+ such that

‖ϕ(t,x)‖X ≤ b0, ‖ϕ(t,x) − ϕ(t,x)‖X ≤ b1
(
|t− t|+ ‖x− x‖

)
,

where (t, x), (t, x) ∈ D0,
2) ‖ϕ(t, x)‖∞ ≤ q0 on ∂0E and there is q1 ∈ R+ such that on ∂0E∥∥ϕ(t, x) − ϕ(t, x)

∥∥
∞
≤ q1

(
|t− t|+ ‖x− x‖

)
.

Let ϕ ∈ JB [X ], c ∈ (0, a] and d = (d0, d1) ∈ R2
+. Denote by Cϕ.c[d]

the class of all functions z : E∗[c] → Rk such that z(t, x) = ϕ(t, x) for
(t, x) ∈ E0 ∪ ∂0E[c] and the estimates

‖z(t, x)‖∞ ≤ d0,
∥∥z(t, x)− z(t, x)

∥∥
∞
≤ d1

(
|t− t|+ ‖x− x‖

)

hold on E[c] ∪ ∂0E[c]. We will prove the existence and uniqueness of a
solution to the problem (3.1), (3.2) in the class Cϕ.c[d].

3.2. Bicharacteristics and their Domains

First we will introduce assumptions on the functions % and ψ. Write

∆+
j =

{
x ∈ [−b, b] : xj = b̃j

}
, ∆−

j =
{
x ∈ [−b, b] : xj = −b̃j

}
, 1 ≤ j ≤ n.

Assumption HB [%]. The function %(·, x, w) : [0, a] → Mk×n is mea-
surable for every (x,w) ∈ [−b, b]×X and

1) there exist α1, β1 ∈ Σ such that
∥∥%(t, x, w)

∥∥
∞
≤ α1(µ),

∥∥%(t, x, w) − %(t, x, w)
∥∥
∞
≤ β1(µ)

(
‖x− x‖+ ‖w − w‖X

)

for (x,w), (x,w) ∈ [−b, b]×X [µ] and for almost all t ∈ [0, a],
2) there is σ : R+ → (0,+∞) such that for 1 ≤ i ≤ k and 1 ≤ j ≤ n

we have

%ij(t, x, w) ≤ −σ(µ), (x,w) ∈ ∆+
j ×X [µ],

%ij(t, x, w) ≥ σ(µ), (x,w) ∈ ∆−
j ×X [µ]

for almost all t ∈ [0, a].

Assumption HB [ψ]. The function ψ : E → D0 ∪ E, ψ = (ψ0, ψ
′),

ψ′ = (ψ1, . . . , ψn), is continuous and
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1) there is s1 ∈ R+ satisfying
∣∣ψ0(t, x) − ψ0(t, x)

∣∣ +
∥∥ψ′(t, x) − ψ′(t, x)

∥∥ ≤ s1
(
|t− t|+ ‖x− x‖

)
on E,

2) ψ0(t, x) ≤ t for (t, x) ∈ E.

Suppose that Assumptions H[X ], HB [%], HB [ψ] are satisfied and let
ϕ ∈ JB [X ], z ∈ Cϕ.c[d]. Consider the Cauchy problem

η′(τ) = %i
(
τ, η(τ), zψ(τ,η(τ))

)
, η(t) = x, (3.3)

where (t, x) ∈ E[c], 1 ≤ i ≤ k. Denote by gi[z](·, t, x) the solution of (3.3).
Let δi[z](t, x) be the left end of the maximal interval on which the solution
gi[z](·, t, x) is defined. We write

Pi[z](τ, t, x) =
(
τ, gi[z](τ, t, x), zψ(τ,gi[z](τ,t,x))

)
. (3.4)

For ϕ ∈ JB [X ] and z ∈ Cϕ.c[d] we put

‖ϕ‖bX = sup
{
‖ϕ(t,x)‖X : (t, x) ∈ D0

}
,

‖ϕ‖∂.t = max
{
‖ϕ(s, y)‖ : (s, y) ∈ ∂0E[t]

}
, 0 ≤ t ≤ c,

‖z‖t = max
{
‖z(s, y)‖ : (s, y) ∈ E[t] ∪ ∂0E[t]

}
, 0 ≤ t ≤ c.

Write
α+

1 (µ0) = α1(µ0) + 1, µ0 = K1d0 +K0b0,

Qc = exp
(
cΛβ1(µ0)

)
, Λ = 1 + s1(K1d1 +K0b1)

(3.5)

and

Γ =
(
{0} × [−b, b]

)
∪

(
(0, c]×

n⋃

j=1

(∆+
j ∪∆−

j )
)
.

Lemma 3.1. Suppose that Assumptions H[X ], HB [%], HB [ψ] are sat-

isfied and ϕ, ϕ ∈ JB [X ], z ∈ Cϕ.c[d], z ∈ Cϕ.c[d], c ∈ (0, a]. Then for each

1 ≤ i ≤ k, (t, x) ∈ E[c] the solutions gi[z](·, t, x) and gi[z](·, t, x) exist on

intervals I i(t,x) and I
i

(t,x) such that (ζi, gi[z](ζi, t, x)), (ζ i, gi[z](ζ i, t, x)) ∈ Γ,

where ζi = δi[z](t, x), ζ i = δi[z](t, x). The solutions of (3.3) are unique and

they satisfy the conditions
∥∥gi[z](τ, t, x)− gi[z](τ, t, x)

∥∥ ≤ Qcα
+
1 (µ0)

(
|t− t|+ ‖x− x‖

)
, (3.6)

where (t, x), (t, x) ∈ E[c], τ ∈ I i(t,x) ∩ I
i
(t,x)

, and

∥∥gi[z](τ, t, x)− gi[z](τ, t, x)
∥∥ ≤

≤ Qcβ1(µ0)
(
K1‖z − z‖c +K0‖ϕ− ϕ‖bX

)
c, (3.7)

where (t, x) ∈ E[c], τ ∈ I i(t,x) ∩ I
i

(t,x). Moreover, for each 1 ≤ i ≤ k the

functions δi[z] and δi[z] are continuous on E[c] and

∣∣δi[z](t, x)− δi[z](t, x)
∣∣ ≤ 2Qcα

+
1 (µ0)

σ(µ0)

(
|t− t|+ ‖x− x‖

)
, (3.8)
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∣∣δi[z](t, x)−δi[z](t, x)
∣∣ ≤ c

2Qcβ1(µ0)

σ(µ0)

(
K1‖z−z‖c+K0‖ϕ−ϕ‖

b
X

)
, (3.9)

where (t, x), (t, x) ∈ E[c].

Proof. The existence and uniqueness of solutions of (3.3) follows from clas-
sical theorems on Carathéodory solutions of ordinary initial problems. The
proof of (3.6) and (3.7) is similar to the proof of Lemma 1.3. We omit the
details.

The continuity of δi[z] and δi[z] follows from theorems on continuous de-
pendence on initial data for Carathéodory solutions of ordinary differential
systems. Let (t, x), (t, x) ∈ E[c], ζ = δi[z](t, x), ζ = δi[z](t, x). The estimate
(3.8) is obvious in the case where ζ = ζ = 0. Suppose that 0 ≤ ζ < ζ. We
have

gi[z](ζ, t, x) ∈

n⋃

j=1

(∆+
j ∪∆−

j ).

Consider the case where gi[z](ζ, t, x) ∈ ∆+
j for some j ∈ {1, . . . , n}. Then

gij [z](ζ, t, x) = b̃j . Let y = (y1, . . . , yn), y = (y1, . . . , yj−1, b̃j , yj+1, . . . , yn).
We have

∣∣%ij(τ, y, zψ(τ,y))− %ij(τ, y, zψ(τ,y))
∣∣ ≤ β1(µ0)Λ(̃bj − yj)

for y ∈ [−b, b] and for almost all τ ∈ [0, c]. Thus

%ij(τ, y, zψ(τ,y)) ≤ −
1

2
σ(µ0)

for y ∈ [−b, b] such that b̃j − yj ≤ ε0 with ε0 = σ(µ0)
2β1(µ0)Λ . If the points (t, x),

(t, x) are such that

|t− t|+ ‖x− x‖ < δ̃1 with δ̃1 =
σ(µ0)

2β1(µ0)Λα
+
1 (µ0)Qc

, (3.10)

then
b̃j − gij [z](ζ, t, x) = gij [z](ζ, t, x)− gij [z](ζ, t, x) ≤ ε0.

We get also

%ij
(
Pi[z](ζ, t, x)

)
≤ −

1

2
σ(µ0) < 0,

and consequently gij [z](·, t, x) is decreasing on (ζ, ζ). Therefore

b̃j − gij [z](τ, t, x) ≤ ε0 and %ij
(
Pi[z](τ, t, x)

)
≤ −

1

2
σ(µ0)

for almost all τ ∈ (ζ, ζ). Then

−
1

2
σ(µ0)(ζ − ζ) ≥

ζ∫

ζ

%ij
(
Pi[z](τ, t, x)

)
dτ =

= gij [z](ζ, t, x)− gij [z](ζ, t, x) ≥ gij [z](ζ, t, x)− gij [z](ζ, t, x) ≥

≥ −Qcα
+
1 (µ0)

(
|t− t|+ ‖x− x‖

)
,
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that is,

ζ − ζ ≤
2Qcα

+
1 (µ0)

σ(µ0)

(
|t− t|+ ‖x− x‖

)
. (3.11)

In the case where gij [z](ζ, t, x) = −b̃j , we proceed in a similar way. If
(t, x), (t, x) do not satisfy (3.10), then we consider the points (t0, x0), (t1, x1),
..., (tp, xp) such that (t0, x0) = (t, x), (tp, xp) = (t, x) and

|t− t|+ ‖x− x‖ =

p−1∑

j=0

(
|tj − tj+1|+ ‖xj − xj+1‖

)

and

|tj − tj+1|+ ‖xj − xj+1‖ < δ̃1 for 0 ≤ j ≤ p− 1.

We have

∣∣δi[z](t, x)− δi[z](t, x)
∣∣ ≤

p−1∑

j=0

∣∣δi[z](tj , xj)− δi[z](tj+1, xj+1)
∣∣ ≤

≤
2Qcα

+
1 (µ0)

σ(µ0)

p−1∑

j=0

(
|tj − tj+1|+ ‖xj − xj+1‖

)
=

=
2Qcα

+
1 (µ0)

σ(µ0)

(
|t− t|+ ‖x− x‖

)
.

To prove (3.9), suppose that (t, x) ∈ E[c] and 0 ≤ δi[z](t, x) < δi[z](t, x).

Let ξ = δi[z](t, x), ξ = δi[z](t, x). We have

gi[z](ξ, t, x) ∈

n⋃

j=1

(∆+
j ∪∆−

j ).

Consider the case where gi[z](ξ, t, x) ∈ ∆+
j for some j ∈ {1, . . . , n}. We

have gij [z](ξ, t, x) = b̃j . If (t, x) ∈ E[c] and (ϕ, z), (ϕ, z) are such that

K1‖z − z‖c +K0‖ϕ− ϕ‖bX < δ̃2 with δ̃2 =
σ(µ0)

2cβ1(µ0)ΛQcβ1(µ0)
, (3.12)

then

b̃j − gij [z](ξ, t, x) = gij [z](ξ, t, x)− gij [z](ξ, t, x) ≤ ε0.

Thus b̃j − gij [z](τ, t, x) ≤ ε0 and

%ij
(
Pi[z](τ, t, x)

)
≤ −

1

2
σ(µ0) < 0

for almost all τ ∈ (ξ, ξ). Then

−
1

2
σ(µ0)(ξ − ξ) ≥

ξ∫

ξ

%ij
(
Pi[z](τ, t, x)

)
dτ =

= gij [z](ξ, t, x)− gij [z](ξ, t, x) ≥ gij [z](ξ, t, x)− gij [z](ξ, t, x) ≥
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≥ −Qcβ1(µ0)
(
K1‖z − z‖c +K0‖ϕ− ϕ‖bX

)
c,

that is,

ξ − ξ ≤
2Qcβ1(µ0)

σ(µ0)

(
K1‖z − z‖c +K0‖ϕ− ϕ‖bX

)
c. (3.13)

If (ϕ, z), (ϕ, z) do not satisfy (3.12), then to obtain (3.13) we use the func-
tions z0, z1, . . . , zν with z0 = z, zν = z, zj ∈ Cϕj .c[d], where ϕj ∈ JB [X ],
0 ≤ j ≤ ν, ϕ0 = ϕ, ϕν = ϕ, satisfying the conditions

K1‖z − z‖c +K0‖ϕ− ϕ‖bX =

ν−1∑

j=0

(
K1‖zj − zj+1‖c +K0‖ϕj − ϕj+1‖

b
X

)
,

K1‖zj − zj+1‖c +K0‖ϕj − ϕj+1‖
b
X < δ̃2, for 0 ≤ j ≤ ν − 1.

The proof of Lemma 3.1 is complete. �

3.3. Existence and Uniqueness of Weak Solutions

We formulate assumptions on the functions f and A.

Assumption HB [f ]. The function f(·, x, w) : [0, a] → Rk is measur-
able for every (x,w) ∈ [−b, b] × X and there are α2 ∈ Σ, β2 ∈ ∆ such
that

‖f(t, x, w)‖∞ ≤ α2(µ),
∥∥f(t, x, w)− f(t, x, w)

∥∥
∞
≤ β2(t, µ)

(
‖x− x‖+ ‖w − w‖X

)

for (x,w), (x,w) ∈ [−b, b]×X [µ] and for almost t ∈ [0, a].

Assumption HB [A]. The function A : Ω → Mk×k satisfies the condi-
tions:

1) there are α, β ∈ Σ such that

‖A(t, x, w)‖∞ ≤ α(µ),
∥∥A(t, x, w) −A(t, x, w)

∥∥
∞
≤ β(µ)

(
|t− t|+ ‖x− x‖+ ‖w − w‖X

)

for (t, x, w), (t, x, w) ∈ E ×X [µ],
2) for each (t, x, w) ∈ E × X [µ] there exists the inverse matrix

A−1(t, x, w) and there are α0, β0 ∈ Σ such that

‖A−1(t, x, w)‖∞ ≤ α0(µ),
∥∥A−1(t, x, w) −A−1(t, x, w)

∥∥
∞
≤ β0(µ)

(
|t− t|+ ‖x− x‖+ ‖w − w‖X

)

for (t, x, w), (t, x, w) ∈ E ×X [µ].

Now we construct the integral operator corresponding to (3.1), (3.2).
Suppose that ϕ ∈ JB [X ], c ∈ (0, a], z ∈ Cϕ.c[d]. Let I i(t,x) be the domain
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of gi[z](·, t, x) with the left end δi[z](t, x), where 1 ≤ i ≤ k, (t, x) ∈ E[c]. It
follows from (3.1) that for (t, x) ∈ E[c] we have

k∑

j=1

Aij
(
Pi[z](τ, t, x)

) d

dτ
zj

(
τ, gi[z](τ, t, x)

)
= fi

(
Pi[z](τ, t, x)

)
,

where Pi[z](τ, t, x) is given by (3.4). After integration from δi[z](t, x) to t
we obtain

k∑

j=1

Aij
(
t, x, zψ(t,x)

)
zj(t, x) =

=

k∑

j=1

Aij

(
Pi[z]

(
δi[z](t, x), t, x

))
ϕj

(
Qi[z](t, x)

)
+

+

t∫

δi[z](t,x)

k∑

j=1

d

dτ
Aij

(
Pi[z](τ, t, x)

)
zj

(
τ, gi[z](τ, t, x)

)
dτ+

+

t∫

δi[z](t,x)

fi
(
Pi[z](τ, t, x)

)
dτ,

where

Qi[z](t, x) =
(
δi[z](t, x), gi[z]

(
δi[z](t, x), t, x

))
. (3.14)

For z ∈ Cϕ.c[d] we define U = Tϕ(z) as follows

k∑

j=1

Aij
(
t, x, zψ(t,x)

)
Uj(t, x) =

=

k∑

j=1

Aij

(
Pi[z]

(
δi[z](t, x), t, x

))
ϕj

(
Qi[z](t, x)

)
+

+

t∫

δi[z](t,x)

k∑

j=1

d

dτ
Aij

(
Pi[z](τ, t, x)

)
zj

(
τ, gi[z](τ, t, x)

)
dτ+

+

t∫

δi[z](t,x)

fi
(
Pi[z](τ, t, x)

)
dτ,

where 1 ≤ i ≤ k, (t, x) ∈ E[c], and

Tϕ(z)(t, x) = ϕ(t, x), (t, x) ∈ E0 ∪ ∂0E[c]. (3.15)

We can write on E[c] the following equality

Tϕ(z)(t, x) = ϕ(0, x) +A−1
(
t, x, zψ(t,x)

) 3∑

i=1

Wi[z](t, x), (3.16)
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where

W1[z](t, x) =

[ t∫

δi

fi
(
Pi[z](τ, t, x)

)
dτ

]T
i=1,...,k

,

W2[z](t, x) =

=

[ k∑

j=1

Aij

(
Pi[z]

(
δi, t, x

))(
ϕj

(
Qi[z](t, x)

)
− ϕj(0, x)

)]T

i=1,...,k

,

W3[z](t, x) =

=

[ k∑

j=1

t∫

δi

d

dτ
Aij

(
Pi[z](τ, t, x)

)(
zj

(
τ, gi[z](τ, t, x)

)
− ϕj(0, x)

)
dτ

]T

i=1,...,k

and δi = δi[z](t, x), 1 ≤ i ≤ k. Now we give lemmas on the operator Tϕ.

Lemma 3.2. If Assumptions H[X ], HB [ψ], HB [%], HB [f ], HB [A] are

satisfied, then there are c ∈ (0, a], d = (d0, d1) ∈ R2
+ such that for each

ϕ ∈ JB [X ] the operator Tϕ maps the set Cϕ.c[d] into itself.

Proof. Assume that ϕ ∈ JB [X ] and z ∈ Cϕ.c[d] with some c ∈ (0, a],
d = (d0, d1) ∈ R2

+. Let us define Tϕ(z) by the relations (3.15) and (3.16).
We assume that the constants c ∈ (0, a], d = (d0, d1) ∈ R2

+ satisfy the
condition

d0 ≥ q0 + cα0(µ0)S0, (3.17)

where

S0 = α2(µ0) + α+
1 (µ0)

(
q1α(µ0) + cd1β

∗
)
, β∗ = β(µ0)Λα

+
1 (µ0).

We prove that ∥∥Tϕ(z)(t, x)
∥∥
∞
≤ d0, (t, x) ∈ E[c]. (3.18)

It follows from Lemma 1.2 that
∥∥zψ(t,x) − zψ(t,x)

∥∥
X
≤ (K1d1 +K0b1)s1

(
|t− t|+ ‖x− x‖

)
,

∥∥∥ d

dτ
zψ(τ,gi[z](τ,t,x))

∥∥∥
X
≤ α+

1 (µ0)(K1d1 +K0b1)s1.

Thus
∣∣∣
k∑

j=1

d

dτ
Aij

(
Pi[z](τ, t, x

)∣∣∣ ≤ β∗.

We have also ∣∣∣ϕj
(
Qi[z](t, x)

)
− ϕj(0, x)

∣∣∣ ≤ cq1α
+
1 (µ0),

∣∣∣zj(τ, gi[z](τ, t, x))− ϕj(0, x)
∣∣∣ ≤ cd1α

+
1 (µ0).

The above estimates together with (3.17) give (3.18).
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To prove that
∥∥Tϕ(z)(t, x)− Tϕ(z)(t, x)

∥∥
∞
≤ d1

(
|t− t|+ ‖x− x‖

)
on E[c], (3.19)

we assume an additional condition for the constants c ∈ (0, a], d = (d0, d1) ∈
R2

+. Let (t, x), (t, x) ∈ E[c]. Put δi = δi[z](t, x) and δi = δi[z](t, x). Con-

sider the case δi ≤ δi ≤ t ≤ t. We have
∣∣∣fi

(
Pi[z](τ, t, x)

)
−fi

(
Pi[z](τ, t, x)

)∣∣∣≤β2(τ, µ0)ΛQcα
+
1 (µ0)

(
|t−t|+‖x−x‖

)
,

and thus

∣∣∣∣

t∫

δi

fi
(
Pi[z](τ, t, x)

)
dτ −

t∫

δi

fi
(
Pi[z](τ, t, x)

)
dτ

∣∣∣∣ ≤

≤

t∫

δi

∣∣∣fi
(
Pi[z](τ, t, x)

)
− fi

(
Pi[z](τ, t, x)

)∣∣∣ dτ +

δi∫

δi

∣∣∣fi
(
Pi[z](τ, t, x)

)∣∣∣ dτ+

+

t∫

t

∣∣fi
(
Pi[z](τ, t, x)

)∣∣ dτ ≤ S1.c

(
|t− t|+ ‖x− x‖

)
,

where

S1.c =

c∫

0

β2(ξ, µ0) dξ · ΛQcα
+
1 (µ0) + α2(µ0)ξc, ξc = 1 +

2Qcα
+
1 (µ0)

σ(µ0)
.

The same estimate is obtained in the case where δi ≤ δi ≤ t ≤ t. If
δi ≤ t ≤ δi ≤ t, then we define (t0, x0), . . . , (ts, xs) such that (t0, x0) = (t, x),
(ts, xs) = (t, x) and

s−1∑

j=0

(
|tj+1 − tj |+ ‖xj+1 − xj‖

)
= |t− t|+ ‖x− x‖,

and δi.j ≤ δi,j+1 ≤ tj ≤ tj+1 for j = 0, 1, . . . , s−1, where δi.j = δi[z](tj , xj),
j = 0, 1, . . . , s. Then

∣∣∣∣

t∫

δi

fi
(
Pi[z](τ, t, x)

)
dτ −

t∫

δi

fi
(
Pi[z](τ, t, x)

)
dτ

∣∣∣∣ ≤

≤

s−1∑

j=0

∣∣∣∣

tj∫

δi.j

fi
(
Pi[z](τ, tj , xj)

)
dτ −

tj+1∫

δi.j+1

fi
(
Pi[z](τ, tj+1, xj+1)

)
dτ

∣∣∣∣ ≤

≤ S1.c

s−1∑

j=0

(
|tj+1 − tj |+ ‖xj+1 − xj‖

)
= S1.c

(
|t− t|+ ‖x− x‖

)
.
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In each case we obtain
∥∥W1[z](t, x)−W1[z](t, x)

∥∥
∞
≤ S1.c

(
|t− t|+ ‖x− x‖

)
.

Since
k∑

j=1

∣∣∣Aij
(
Pi[z](δi, t, x)

)
−Aij

(
Pi[z](δi, t, x)

)∣∣∣ ≤

≤ β(µ0)ΛQcα
+
1 (µ0)ξ

∗
(
|t− t|+ ‖x− x‖

)
,

∣∣∣ϕj
(
Qi[z](t, x)

)
− ϕj

(
Qi[z](t, x)

)∣∣∣ ≤ q1Qcα
+
1 (µ0)ξ

∗
(
|t− t|+ ‖x− x‖

)
,

ξ∗ = 1 +
2α+

1 (µ0)

σ(µ0)
,

we have
∥∥W2[z](t, x)−W2[z](t, x)

∥∥
∞
≤ S2.c

(
|t− t|+ ‖x− x‖

)
,

where

S2.c = α(µ0)q1
(
Qcα

+
1 (µ0)ξ

∗ + 1
)

+ β(µ0)ΛQcα
+
1 (µ0)ξ

∗q1α
+
1 (µ0)c.

Let Pi = Pi[z](τ, t, x), Pi = Pi[z](τ, t, x), gi = gi[z](τ, t, x), gi = gi[z](τ, t, x).
In the case δi ≤ δi ≤ t ≤ t we obtain

∣∣∣∣

t∫

δi

k∑

j=1

d

dτ
Aij(Pi)

(
zj(τ, gi)− ϕj(0, x)

)
dτ−

−

t∫

δi

k∑

j=1

d

dτ
Aij(Pi)

(
zj(τ, gi)− ϕj(0, x)

)
dτ

∣∣∣∣ ≤

≤

δi∫

δi

∣∣∣∣
k∑

j=1

d

dτ
Aij(Pi)

(
zj(τ, gi)− ϕj(0, x)

)∣∣∣∣ dτ+

+

t∫

t

∣∣∣∣
k∑

j=1

d

dτ
Aij(Pi)

(
zj(τ, gi)− ϕj(0, x)

)∣∣∣∣ dτ+

+

∣∣∣∣
[ k∑

j=1

(
Aij(Pi)−Aij(Pi)

)(
zj(τ, gi)− ϕj(0, x)

)]τ=t
τ=δi

∣∣∣∣+

+

t∫

δi

∣∣∣∣
k∑

j=1

(
Aij(Pi)−Aij(Pi)

) d

dτ
zj(τ, gi)

∣∣∣∣ dτ+

+

t∫

δi

∣∣∣∣
k∑

j=1

d

dτ
Aij(Pi)

(
zj(τ, gi)− zj(τ, gi)− ϕj(0, x) + ϕj(0, x)

)∣∣∣∣ dτ.
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Thus
∥∥W3[z](t, x)−W3[z](t, x)

∥∥
∞
≤

(
S3.c+S4.c+S5.c+S6.c

)(
|t−t|+‖x−x‖

)
,

where

S3.c = cβ∗d1α
+
1 (µ0)ξc, S4.c = cd1Λβ(µ0)α

+
1 (µ0)

(
1 +Qcα

+
1 (µ0)

)
,

S5.c = cd1ΛQcβ(µ0)[α
+
1 (µ0)]

2, S6.c = cβ∗d1

(
1 +Qcα

+
1 (µ0)

)
.

In the other cases we obtain for ‖W3[z](t, x)−W3[z](t, x)‖ the same estimate.
Finally the following inequality is true

∥∥Tϕ(z)(t, x) − Tϕ(z)(t, x)
∥∥
∞
≤

≤
(
q1 + β0(µ0)ΛcS0 + α0(µ0)

6∑

j=1

Sj.c

)(
|t− t|+ ‖x− x‖

)
.

We assume that

d1 ≥ q1 + β0(µ0)ΛcS0 + α0(µ0)

6∑

j=1

Sj.c. (3.20)

Then the condition (3.19) is satisfied.
If we assume that the inequalities (3.17) and (3.20) hold, then Tϕ :

Cϕ.c[d] → Cϕ.c[d]. �

Lemma 3.3. If the assumptions of Lemma 3.2 are satisfied, then there

are G1.c, G2, G3 ∈ R+ such that for each ϕ, ϕ ∈ JB [X ] and z ∈ Cϕ.c[d],
z ∈ Cϕ.c[d] the following inequality is true

∥∥Tϕ(z)− Tϕ(z)
∥∥
c
≤ G1.c‖z − z‖c +G2‖ϕ− ϕ‖bX +G3‖ϕ− ϕ‖∂.c. (3.21)

Proof. Fix ϕ, ϕ ∈ JB [X ] and z ∈ Cϕ.c[d], z ∈ Cϕ.c[d]. It follows from the
assumptions of the lemma that

∥∥W1[z](t, x)−W1[z](t, x)
∥∥
∞
≤ Q1.c

(
K1‖z − z‖c +K0‖ϕ− ϕ‖bX

)
,

∥∥W2[z](t, x)−W2[z](t, x)
∥∥
∞
≤

≤ Q2.c

(
K1‖z − z‖c +K0‖ϕ− ϕ‖bX

)
+ α(µ0)

(
χ‖ϕ− ϕ‖bX + ‖ϕ− ϕ‖∂.c

)
,

∥∥W3[z](t, x)−W3[z](t, x)
∥∥
∞
≤

≤ Q3.c

(
K1‖z − z‖c +K0‖ϕ− ϕ‖bX

)
+ cβ∗‖z − z‖c + cβ∗χ‖ϕ− ϕ‖bX ,

where

Q1.c = c
2Qcβ1(µ0)

σ(µ0)
α2(µ0) +

c∫

0

β2(ξ, µ0) dξ
(
1 + ΛQcβ1(µ0)

)
,

Q2.c = cβ(µ0)
(
1 + cΛQcβ1(µ0)ξ

∗
)
q1α

+
1 (µ0) + cα(µ0)q1Qcβ1(µ0)ξ

∗,

Q3.c = c2β∗d1Qcβ1(µ0)ξ
∗ + 2cd1β(µ0)α

+
1 (µ0)

(
2 + cΛQcβ1(µ0)

)
.
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Thus
∥∥Tϕ(z)− Tϕ(z)

∥∥
c
≤ χ‖ϕ− ϕ‖bX + cα0(µ0)β

∗‖z − z‖c+

+
(
cβ0(µ0)S0 + α0(µ0)

3∑

i=1

Qi.c

)(
K1‖z − z‖c +K0‖ϕ− ϕ‖bX

)
+

+α0(µ0)
(
α(µ0) + cβ∗

)
χ‖ϕ− ϕ‖bX + α0(µ0)α(µ0)‖ϕ− ϕ‖∂.c,

that is,
∥∥Tϕ(z)− Tϕ(z)

∥∥
c
≤ G1.c‖z − z‖c +G2‖ϕ− ϕ‖bX +G3‖ϕ− ϕ‖∂.c,

where

G1.c = K1

(
cβ0(µ0)S0 + α0(µ0)

3∑

i=1

Qi.c

)
+ cα0(µ0)β

∗, (3.22)

G2 = K0

(
cβ0(µ0)S0 + α0(µ0)

3∑

i=1

Qi.c

)
+

+ χ+ α0(µ0)χ
(
α(µ0) + cβ∗

)
,

G3 = α0(µ0)α(µ0).

(3.23)

The proof of Lemma 3.3 is complete. �

Now we formulate the main theorem for the mixed problem (3.1), (3.2).

Theorem 3.1. Suppose that Assumptions H[X ], HB [ψ], HB [%], HB [f ]
and HB [A] are satisfied. Assume that c ∈ (0, a], d = (d0, d1) ∈ R2

+ satisfy

the inequalities (3.17), (3.20) and

G1.c < 1,

where G1.c is given by (3.22). Then for each ϕ ∈ JB [X ] there exists z =
z[ϕ] ∈ Cϕ.c[d] which is a unique solution of (3.1), (3.2). Furthermore, if

ϕ, ϕ ∈ JB [X ], z = z[ϕ], z = z[ϕ], then

‖z − z‖c ≤
1

1−G1.c

(
G2‖ϕ− ϕ‖bX +G3‖ϕ− ϕ‖∂.c

)
(3.24)

with G2, G3 given by (3.23).

Proof. It follows from the assumptions of the theorem that for each ϕ ∈
JB [X ] the operator Tϕ has a fixed point z[ϕ] ∈ Cϕ.c[d] which is a solution
of (3.1), (3.2). The assertion (3.24) follows from Lemma 3.3. �

Remark 3.1. Theorem 3.1 extends a result obtained in [26] to quasilin-
ear systems in the Schauder canonic form with the functional dependence
zψ(t,x), where ψ0 is a function of both variables (t, x).



CHAPTER 4

Mixed Problems for Nonlinear Equations

4.1. Introduction

Suppose that B, E, D0, ∂0E and E[c], ∂0E[c], E∗[c] with c ∈ (0, a] are
the sets defined in Chapter 3. Let X be a linear normed space of functions
from B into R. Write Ω0 = E ×X ×Rn and suppose that the functions

f : Ω0 → R, ϕ : E0 ∪ ∂0E → R,

ψ0 : [0, a] → R, ψ′ : E → [−b, b], ψ′ = (ψ1, . . . , ψn),

are given. We write ψ(t, x) = (ψ0(t), ψ1(t, x), . . . , ψn(t, x)), t ∈ [0, a], x ∈
[−b, b], and we assume that ψ0(t) ≤ t for t ∈ [0, a]. Consider the nonlinear
equation

∂tz(t, x) = f
(
t, x, zψ(t,x), ∂xz(t, x)

)
(4.1)

with the initial boundary condition

z(t, x) = ϕ(t, x), (t, x) ∈ E0 ∪ ∂0E. (4.2)

We consider weak solutions in the Cinquini–Cibrario sense. A function
z : E∗[c] → R, c ∈ (0, a], is a C-C solution of (4.1), (4.2) provided

(i) zψ(t,x) ∈ X for (t, x) ∈ E[c] and ∂xz(t, x) exists on E[c],
(ii) z(·, x) : [0, c] → R is absolutely continuous on [0, c] for each x ∈

[−b, b],
(iii) for each x ∈ [−b, b] the equation (4.1) is satisfied for almost all

t ∈ [0, c] and the condition (4.2) holds on E0 ∪ ∂0E.

We use the notation introduced in Chapters 1 and 2. Suppose that
Assumption H∗[X ] (see Section 2.1) is satisfied.

Let us denote by JM [X ] the class of all initial boundary functions ϕ :
E0 ∪ ∂0E → R such that

1) ϕ(t,x) ∈ X for (t, x) ∈ D0, there exists ∂xϕ = (∂x1ϕ, . . . , ∂xn
ϕ) on

E0 ∪ ∂0E and (∂xi
ϕ)(t,x) ∈ X for (t, x) ∈ D0, 1 ≤ i ≤ n,

2) there are b1, b2 ∈ R+ with the properties

‖ϕ(t,x) − ϕ(t,x)‖X ≤ b1
(
|t− t|+ ‖x− x‖

)
,

n∑

i=1

∥∥(∂xi
ϕ)(t,x) − (∂xi

ϕ)(t,x)
∥∥
X
≤ b2

(
|t− t|+ ‖x− x‖

)
,

where (t, x), (t, x) ∈ D0,

55
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3) there are q1, q2 ∈ R+ such that on ∂0E the following estimates are
true

∣∣ϕ(t, x) − ϕ(t, x)
∣∣ ≤ q1

(
|t− t|+ ‖x− x‖

)
,

∥∥∂xϕ(t, x)− ∂xϕ(t, x)
∥∥ ≤ q2

(
|t− t|+ ‖x− x‖

)
.

Fix ϕ ∈ JM [X ] and c ∈ (0, a], d, p0, p1 ∈ R+. Denote by CLϕ.c[d]
the class of all functions z : E∗[c] → R such that z(t, x) = ϕ(t, x) for
(t, x) ∈ E0 ∪ ∂0E[c] and the estimate

∣∣z(t, x)− z(t, x)
∣∣ ≤ d

(
|t− t|+ ‖x− x‖

)

holds on E[c] ∪ ∂0E[c]. Let the symbol CL∂xϕ.c
[p0, p1] denote the class of all

functions u : E∗[c] → Rn such that u(t, x) = ∂xϕ(t, x) for (t, x) ∈ E0∪∂0E[c]
and

‖u(t, x)‖ ≤ p0,
∥∥u(t, x)− u(t, x)

∥∥ ≤ p1

(
|t− t|+ ‖x− x‖

)

on E[c] ∪ ∂0E[c]. We will prove that for sufficiently small c ∈ (0, a] there
exists a solution z of the problem (4.1), (4.2) such that z ∈ CLϕ.c[d] and

∂xz ∈ C
L
∂xϕ.c

[p0, p1].

4.2. Properties of Bicharacteristics

We begin with the following assumptions.

Assumption HM [∂qf ]. The function f : Ω0 → R of the variables
(t, x, w, q) is such that

1) the derivative ∂qf(t, x, w, q) exists for (x,w, q) ∈ [−b, b]×X ×Rn

and for almost all t ∈ [0, a],
2) the function ∂qf(·, x, w, q) : [0, a] → Rn is measurable and there

are C, L ∈ R+ such that

‖∂qf(t, x, w, q)‖ ≤ C,
∥∥∂qf(t, x, w, q)− ∂qf(t, x, w, q)

∥∥ ≤ L
(
‖x− x‖+ ‖w − w‖X + ‖q − q‖

)

for (x,w, q), (x,w, q) ∈ [−b, b]×X×Rn and for almost all t ∈ [0, a],
3) there is σ0 > 0 such that for 1 ≤ i ≤ n

∂qi
f(t, x, w, q) ≥ σ0, (x,w, q) ∈ ∆+

i ×X ×Rn,

∂qi
f(t, x, w, q) ≤ −σ0, (x,w, q) ∈ ∆−

i ×X ×Rn

for almost all t ∈ [0, a], where ∆+
i , ∆−

i , 1 ≤ i ≤ n, are defined in
Section 3.2.

Assumption HM [ψ]. The functions ψ0 : [0, a] → R, ψ′ : E → [−b, b],
ψ′ = (ψ1, . . . , ψn), are such that ψ0(t) ≤ t for t ∈ [0, a] and

1) the partial derivatives [∂xj
ψi]i,j=1,...,n = ∂xψ

′ exist on E and they
are continuous,
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2) there are s1, s2 ∈ R+ with the properties

‖∂xj
ψ′(t, x)‖ ≤ s1,

∥∥∂xj
ψ′(t, x)− ∂xj

ψ′(t, x)
∥∥ ≤ s2‖x− x‖

on E, 1 ≤ j ≤ n.

Suppose that Assumptions H∗[X ], HM [∂qf ], HM [ψ] are satisfied and
let ϕ ∈ JM [X ], c ∈ (0, a], z ∈ CLϕ.c[d], u ∈ CL∂xϕ.c

[p0, p1], (t, x) ∈ E[c].
Consider the Cauchy problem

η′(τ) = −∂qf
(
τ, η(τ), zψ(τ,η(τ)), u(τ, η(τ))

)
, η(t) = x, (4.3)

and denote by g[z, u](·, t, x) its solution in the Carathéodory sense. The
function g[z, u](·, t, x) is the bicharacteristic of (4.1) corresponding to (z, u).
Let δ[z, u](t, x) be the left end of the maximal interval on which the solution
g[z, u](·, t, x) is defined.

We prove a lemma on bicharacteristics and their domains. For z ∈
CLϕ.c[d], u ∈ C

L
∂xϕ.c

[p0, p1], where ϕ ∈ JM [X ], we define

‖z‖t.1 = max
{
|z(s, y)| : (s, y) ∈ E[t] ∪ ∂0E[t]

}
, 0 ≤ t ≤ c,

‖u‖t.n = max
{
‖u(s, y)‖ : (s, y) ∈ E[t] ∪ ∂0E[t]

}
, 0 ≤ t ≤ c.

Put

Q1 = (1 + C) exp(cΛ∗L), Q2 = L exp(cΛ∗L),

Λ∗ = 1 + s1(K1d+K0b1) + p1,
(4.4)

∆ =

n⋃

i=1

(∆+
i ∪∆−

i ), Γ =
(
{0} × [−b, b]

)
∪

(
(0, c]×∆

)
.

Lemma 4.1. Suppose that Assumptions H∗[X ], HM [∂qf ], HM [ψ] are

satisfied and assume that ϕ, ϕ ∈ JM [X ] are such that ‖ϕ−ϕ‖bX < +∞ and

z ∈ CLϕ.c[d], z ∈ CLϕ.c[d], u ∈ CL∂xϕ.c
[p0, p1], u ∈ CL∂xϕ.c

[p0, p1], c ∈ (0, a].

Then for each (t, x) ∈ E[c] the solutions g[z, u](·, t, x) and g[z, u](·, t, x) exist

on intervals I(t,x) and I(t,x) such that (ζ, g[z, u](ζ, t, x)), (ζ, g[z, u](ζ, t, x)) ∈

Γ, where ζ = δ[z, u](t, x), ζ = δ[z, u](t, x). The solutions of the problems

(4.3) are unique and they satisfy the conditions

∥∥g[z, u](τ, t, x)− g[z, u](τ, t, x)
∥∥ ≤ Q1

(
|t− t|+ ‖x− x‖

)
, (4.5)

where (t, x), (t, x) ∈ E[c], τ ∈ I(t,x) ∩ I(t,x), and

∥∥g[z, u](τ, t, x)− g[z, u](τ, t, x)
∥∥ ≤

≤ Q2

∣∣∣∣

t∫

τ

(
K1‖z − z‖ξ.1 +K0‖ϕ− ϕ‖bX + ‖u− u‖ξ.n

)
dξ

∣∣∣∣, (4.6)
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where (t, x) ∈ E[c], τ ∈ I(t,x) ∩ I(t,x). Moreover, the functions δ[z, u] and

δ[z, u] are continuous on E[c] and

∣∣δ[z, u](t, x)− δ[z, u](t, x)
∣∣ ≤ 2Q1

σ0

(
|t− t|+ ‖x− x‖

)
, (4.7)

∣∣δ[z, u](t, x)− δ[z, u](t, x)
∣∣ ≤

≤
2Q2

σ0

t∫

0

(
K1‖z − z‖ξ.1 +K0‖ϕ− ϕ‖bX + ‖u− u‖ξ.n

)
dξ (4.8)

on E[c].

Proof. The existence and uniqueness of a Carathéodory solution of (4.3)
follows from Assumption HM [∂qf ] and from the following Lipschitz condi-
tion∣∣∣∂qi

f
(
τ, y, zψ(τ,y), u(τ, y)

)
− ∂qi

f
(
τ, y, zψ(τ,y), u(τ, y)

)∣∣∣ ≤ LΛ∗‖y − y‖,

where τ ∈ [0, c], y, y ∈ [−b, b]. The bicharacteristics satisfy the integral
equation

g[z, u](τ, t, x) = x−

τ∫

t

∂qf
(
P [z, u](ξ, t, x)

)
dξ,

where

P [z, u](ξ, t, x) =

=
(
ξ, g[z, u](ξ, t, x), zψ(ξ,g[z,u](ξ,t,x)), u

(
ξ, g[z, u](ξ, t, x)

))
. (4.9)

Then we have the integral inequality
∥∥g[z, u](τ, t, x)− g[z, u](τ, t, x)

∥∥ ≤

≤ (1+C)
(
|t−t|+‖x−x‖

)
+

∣∣∣∣

τ∫

t

LΛ∗
∥∥g[z, u](ξ, t, x)−g[z, u](ξ, t, x)

∥∥ dξ
∣∣∣∣

for (t, x), (t, x) ∈ E[c], τ ∈ I(t,x) ∩ I(t,x), and the inequality

∥∥g[z, u](τ, t, x)− g[z, u](τ, t, x)
∥∥ ≤

≤

∣∣∣∣

τ∫

t

L
(
Λ∗

∥∥g[z, u](ξ, t, x)− g[z, u](ξ, t, x)
∥∥+

+K1‖z − z‖ξ.1 +K0‖ϕ− ϕ‖bX + ‖u− u‖ξ.n

)
dξ

∣∣∣∣

for (t, x) ∈ E[c], τ ∈ I(t,x)∩ I(t,x). Using the Gronwall inequality, we obtain
(4.5) and (4.6).

The continuity of δ[z, u] and δ[z, u] follows from theorems on continuous
dependence on initial data for Carathéodory solutions of ordinary differen-
tial systems. Let (t, x), (t, x) ∈ E[c], ζ = δ[z, u](t, x), ζ = δ[z, u](t, x). The
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estimate (4.7) is obvious in the case ζ = ζ = 0. Suppose that 0 ≤ ζ < ζ.
Then g[z, u](ζ, t, x) ∈ ∆. Consider the case where g[z, u](ζ, t, x) ∈ ∆+

i for

some i ∈ {1, . . . , n}. Then gi[z, u](ζ, t, x) = b̃i.

Let y = (y1, . . . , yn), ỹ = (y1, . . . , yi−1, b̃i, yi+1, . . . , yn). We have
∣∣∣∂qi

f
(
τ, y, zψ(τ,y), u(τ, y)

)
− ∂qi

f
(
τ, ỹ, zψ(τ,ỹ), u(τ, ỹ)

)∣∣∣ ≤ LΛ∗(̃bi − yi)

for y ∈ [−b, b] and for almost all τ ∈ [0, c]. Thus

∂qi
f
(
τ, y, zψ(τ,y), u(τ, y)

)
≥

1

2
σ0

for y ∈ [−b, b] such that b̃i − yi ≤ ε0 with ε0 = σ0

2LΛ∗ . If the points (t, x),

(t, x) are such that

|t− t|+ ‖x− x‖ < δ̃1 with δ̃1 =
σ0

2LΛ∗Q1
, (4.10)

then

b̃i − gi[z, u](ζ, t, x) = gi[z, u](ζ, t, x)− gi[z, u](ζ, t, x) ≤ ε0.

We get also

∂qi
f
(
P [z, u](ζ, t, x)

)
≥

1

2
σ0 > 0

and consequently gi[z, u](·, t, x) is decreasing on the interval (ζ, ζ). There-

fore b̃i − gi[z, u](τ, t, x) ≤ ε0 and

∂qi
f
(
P [z, u](τ, t, x)

)
≥

1

2
σ0

for almost all τ ∈ (ζ, ζ). Then

−
1

2
σ0(ζ − ζ) ≥ −

ζ∫

ζ

∂qi
f
(
P [z, u](τ, t, x)

)
dτ =

= gi[z, u](ζ, t, x)− gi[z, u](ζ, t, x) ≥ gi[z, u](ζ, t, x)− gi[z, u](ζ, t, x) ≥

≥ −Q1

(
|t− t|+ ‖x− x‖

)
,

that is,

ζ − ζ ≤
2Q1

σ0

(
|t− t|+ ‖x− x‖

)
.

In the case where gi[z, u](ζ, t, x) = −b̃i we proceed in the similar way.
If (t, x), (t, x) ∈ E[c] do not satisfy (4.10), then we consider the points
(t0, x0), (t1, x1), . . . , (ts, xs) such that (t0, x0) = (t, x), (ts, xs) = (t, x) and

|t− t|+ ‖x− x‖ =

s−1∑

j=0

(
|tj − tj+1|+ ‖xj − xj+1‖

)
,

|tj − tj+1|+ ‖xj − xj+1‖ < δ̃1 for 0 ≤ j ≤ s− 1.



60 D. Jaruszewska-Walczak

Then we have

∣∣δi[z](t, x)− δi[z](t, x)
∣∣ ≤

s−1∑

j=0

∣∣δ[z, u](tj , xj)− δ[z, u](tj+1, xj+1)
∣∣ ≤

≤
2Q1

σ0

s−1∑

j=0

(
|tj − tj+1|+ ‖xj − xj+1‖

)
=

2Q1

σ0

(
|t− t|+ ‖x− x‖

)
.

To prove (4.8), suppose that (t, x) ∈ E[c], 0 ≤ δ[z, u](t, x) < δ[z, u](t, x).

Let ξ = δ[z, u](t, x), ξ = δ[z, u](t, x). We have g[z, u](ξ, t, x) ∈ ∆. Con-
sider the case where g[z, u](ξ, t, x) ∈ ∆+

i for some i ∈ {1, . . . , n}. We have

gi[z, u](ξ, t, x) = b̃i. If (t, x) ∈ E[c] and (ϕ, z, u), (ϕ, z, u) are such that

K1‖z − z‖c.1 +K0‖ϕ− ϕ‖bX + ‖u− u‖c.n < δ̃2 (4.11)

with δ̃2 = σ0

2cLΛ∗Q2
, then

b̃i − gi[z, u](ξ, t, x) = gi[z, u](ξ, t, x)− gij [z](ξ, t, x) ≤ ε0.

Thus b̃i − gi[z, u](τ, t, x) ≤ ε0 and

∂qi
f
(
P [z, u](τ, t, x)

)
≥

1

2
σ0 > 0

for almost all τ ∈ (ξ, ξ). Then

−
1

2
σ0(ξ − ξ) ≥ −

ξ∫

ξ

∂qi
f
(
P [z, u](τ, t, x)

)
dτ =

= gi[z, u](ξ, t, x)− gi[z, u](ξ, t, x) ≥ gi[z, u](ξ, t, x)− gi[z, u](ξ, t, x) ≥

≥ −Q2

t∫

0

(
K1‖z − z‖τ.1 +K0‖ϕ− ϕ‖bX + ‖u− u‖τ.n

)
dτ,

that is,

ξ − ξ ≤
2Q2

σ0

t∫

0

(
K1‖z − z‖τ.1 +K0‖ϕ− ϕ‖bX + ‖u− u‖τ.n

)
dτ.

If (ϕ, z, u), (ϕ, z, u) do not satisfy (4.11), then to obtain (4.8) we use the
functions (ϕj , zj , uj), 0 ≤ j ≤ ν, such that ϕj ∈ JM [X ], zj ∈ CLϕj .c

[d],

uj ∈ CL∂xϕj .c
[p0, p1], 0 ≤ j ≤ ν, ϕ0 = ϕ, z0 = z, u0 = u, ϕν = ϕ, zν = z,

uν = u and

K1‖z − z‖c.1 +K0‖ϕ− ϕ‖bX + ‖u− u‖c.n =

=

ν−1∑

j=0

(
K1‖zj − zj+1‖c.1 +K0‖ϕj − ϕj+1‖

b
X + ‖uj − uj+1‖c.n

)
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and

K1‖zj−zj+1‖c.1+K0‖ϕj − ϕj+1‖
b
X+‖uj−uj+1‖c.n<δ̃2, 0≤j≤ν−1.

This completes the proof of Lemma 4.1. �

4.3. The Sequence of Successive Approximations

We formulate further assumptions on ϕ and f . For ϕ ∈ JM [X ] let
the symbol Sϕ denote the set of all functions ω : E∗[a] → R which are
continuous and ω(t, x) = ϕ(t, x) for (t, x) ∈ E0 ∪ ∂0E. Let us denote by
J+
M [X ] the class of all initial boundary functions ϕ ∈ JM [X ] satisfying the

condition:

1) if ω, ω̃ ∈ Sϕ then

f(t, x, ωψ(t,x), q) = f(t, x, ω̃ψ(t,x), q)

for x ∈ ∆, q ∈ Rn and for almost all t ∈ [0, a],
2) there is γ : ∂0E → Rn, γ = (γ1, . . . , γn), such that

∂tϕ(t, x) = f(t, x, ϕ̃ψ(t,x), γ(t, x)) (4.12)

for x ∈ ∆ and for almost all t ∈ [0, a], where ϕ̃ ∈ Sϕ and γi(t, x) =
∂xi

ϕ(t, x) for i ∈ {j : rj > 0}.

Remark 4.1. The relation (4.12) is the consistency condition and it
can be considered as an assumption on ϕ at (t, x) such that t ∈ [0, a],
x ∈ ∆+

i ∪ ∆−
i and ri > 0. If i ∈ {j : rj = 0}, then (4.12) is the equation

for γi(t, x), t ∈ [0, a], x ∈ ∆+
i ∪∆−

i .

Assumption HM [f ]. The function f : Ω0 → R satisfies Assumption
HM [∂qf ] and

1) there is C̃ ∈ R+ such that |f(t, x, w, q)| ≤ C̃ on Ω0 and
∣∣f(t, x, w, q)− f(t, x, w, q)

∣∣ ≤ C|t− t|,

where (t, x, w, q), (t, x, w, q) ∈ Ω0,
2) the derivative ∂xf(t, x, w, q) and the Fréchet derivative

∂wf(t, x, w, q) ∈ CL(X,R) exist for (x,w, q) ∈ [−b, b] × X × Rn

and for almost all t ∈ [0, a],
3) the estimates

∥∥∂xf(t, x, w, q)
∥∥ ≤ C,

∥∥∂wf(t, x, w, q)
∥∥
∗
≤ C

and the Lipschitz conditions
∥∥∂xf(t, x, w, q) − ∂xf(t, x, w, q)

∥∥ ≤ L
(
‖x− x‖+ ‖w − w‖X + ‖q − q‖

)
,

∥∥∂wf(t, x, w, q)− ∂wf(t, x, w, q)
∥∥
∗
≤ L

(
‖x− x‖+ ‖w − w‖X + ‖q − q‖

)

are satisfied for (x,w, q), (x,w, q) ∈ [−b, b]×X×Rn and for almost
all t ∈ [0, a].
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If ω = (ω1, . . . , ωn) with ωi ∈ X , 1 ≤ i ≤ n, and (t, x, w, q) ∈ Ω0, then
we write

∂wf(t, x, w, q)(ω) =
(
∂wf(t, x, w, q)ω1, . . . , ∂wf(t, x, w, q)ωn

)
.

For ϕ ∈ J+
M [X ] and z ∈ CLϕ.c[d], u, v ∈ C

L
∂xϕ.c

[p0, p1] with c ∈ (0, a] we
define

F [z, u] : E[c] → R,

G[z, v, u] : E[c] → Rn, G[z, v, u] =
(
G1[z, v, u], . . . , Gn[z, v, u]

)

in the following way

F [z, u](t, x) = ϕ
(
Q[z, u](t, x)

)
+

+

t∫

δ

[
f
(
P [z, u](τ, t, x)

)
−∂qf

(
P [z, u](τ, t, x)

)
◦u

(
τ, g[z, u](τ, t, x)

)]
dτ, (4.13)

G[z, v, u](t, x) = ∂xϕ
(
Q[z, u](t, x)

)
+

t∫

δ

[
∂xf

(
P [z, u](τ, t, x)

)
+

+∂wf
(
P [z, u](τ, t, x)

)(
vψ(τ,g[z,u](τ,tx))∂xψ

′(τ, g[z, u](τ, t, x))
)]
dτ, (4.14)

where δ = δ[z, u](t, x), P [z, u](·, t, x) is given by (4.9) and

Q[z, u](t, x) =
(
δ[z, u](t, x), g[z, u]

(
δ[z, u](t, x), t, x

))
. (4.15)

We define the sequences {z(m)} and {u(m)}, where z(m) : E∗[c] → R, u(m) :
E∗[c] → Rn, as follows. Let ϕ̃ : E∗[c] → R be an extention of ϕ such that
ϕ̃ ∈ CLϕ.c[d], ∂xϕ̃ ∈ C

L
∂xϕ.c

[p0, p1]. Put

z(0) = ϕ̃ and u(0) = ∂xϕ̃ on E∗[c].

Suppose that z(m) ∈ CLϕ.c[d] and u(m) ∈ CL∂xϕ.c
[p0, p1] are known functions.

Then

1) the function u(m+1) is a solution of the problem

u = G
[
z(m), u(m), u

]
, u = ∂xϕ on E0 ∪ ∂0E[c], (4.16)

2) the function z(m+1) is given by

z(m+1) = F
[
z(m), u(m+1)

]
, z(m+1) = ϕ on E0 ∪ ∂0E[c]. (4.17)

Remark 4.2. The above defined sequences {z(m)}, {u(m)} are the se-
quences of succesive approximations for the system of functional integral
equations

z = F [z, u], u = G[z, u, u] on E[c] (4.18)

with initial boundary conditions

z = ϕ, u = ∂xϕ on E0 ∪ ∂0E[c].
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This problem is obtained by introducing an unknown function u with u =
∂xz and considering the linearization of (4.1)

∂tz(t, x) = f
(
t, x, zψ(t,x), u(t, x)

)
+

+ ∂qf
(
t, x, zψ(t,x), u(t, x)

)
◦

(
∂xz(t, x)− u(t, x)

)
. (4.19)

By virtue of (4.1) we get the following differential system for the unknown
function u

∂tu(t, x)=∂xf
(
t, x, zψ(t,x), u(t, x)

)
+∂qf

(
t, x, zψ(t,x), u(t, x)

)
◦∂xu(t, x)+

+∂wf
(
t, x, zψ(t,x), u(t, x)

)(
(∂xz)ψ(t,x)∂xψ

′(t, x)
)
. (4.20)

Finally we put ∂xz = u in (4.20) and we consider (4.19), (4.20) along the
bicharacteristics g[z, u](·, t, x). Integrating from δ[z, u](t, x) to t with respect
to τ , we get (4.18).

We formulate lemmas on existence of the above defined sequences {z(m)}
and {u(m)}. We need the following assumption on the constants c, d, p0, p1.
Write

V1 = b1Q1

(
1 +

2(1 + C)

σ0

)
, V2 = (C̃ + Cp0)

(
1 +

2Q1

σ0

)
,

V3 = c
(
Λ∗(C + Lp0) + Cp0

)
Q1,

µ̃0 = K1p0 +K0b1, µ̃1 = K1p1 +K0b2,

Lf = LΛ∗Q1, Lϕ = q2Q1

(
1 +

2(1 + C)

σ0

)
, Lw = Q1

(
s2µ̃0 + s21µ̃1

)
.

Assumption HM [c, d, p0, p1]. The constants c ∈ (0, a], d, p0, p1 ∈ R+

satisfy the conditions:

p0 = d ≥ max
{
q1 + cC(1 + s1µ̃0),

3∑

i=1

Vi

}
, (4.21)

p1 ≥ Lϕ + c
(
Lf + Lfs1µ̃0 + CLw

)
+ C

(
1 +

2Q1

σ0

)
. (4.22)

If m ≥ 1 is fixed and the functions z(m) ∈ CLϕ.c[d] and u(m) ∈ CL∂xϕ.c
[p0, p1]

are known, then we write

G(m)[u] = G[z(m), u(m), u], u ∈ CL∂xϕ.c
[p0, p1]. (4.23)

Lemma 4.2. If Assumptions H∗[X ], HM [f ], HM [ψ], HM [c, d, p0, p1]
are satisfied and ϕ ∈ J +

M [X ], then G(m) : CL∂xϕ.c
[p0, p1] → CL∂xϕ.c

[p0, p1].

Moreover, there exists exactly one function ũ ∈ CL∂xϕ.c
[p0, p1] satisfying the

equation u = G(m)[u].

Proof. Let u ∈ CL∂xϕ.c
[p0, p1]. It follows from the assumptions of the lemma

that ∥∥G(m)[u](t, x)
∥∥ ≤ q1 + cC(1 + s1µ̃0) on E[c],
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and according to (4.21) we get
∥∥G(m)[u](t, x)

∥∥ ≤ p0, (t, x) ∈ E[c].

Let w(m)[u](τ, t, x) ∈ Xn be given by

w(m)[u](τ, t, x) = (u(m))ψ(τ,g[z(m) ,u](τ,t,x))∂xψ
′
(
τ, g[z(m), u](τ, t, x)

)
.

Suppose that (t, x), (t, x) ∈ E[c]. We have

∥∥∥∂xf
(
P [z(m), u](τ, t, x)

)
− ∂xf

(
P [z(m), u](τ, t, x)

)∥∥∥ ≤

≤ Lf
(
|t− t|+ ‖x− x‖

)
,

∥∥∥∂wf
(
P [z(m), u](τ, t, x)

)
− ∂wf

(
P [z(m), u](τ, t, x)

)∥∥∥
∗
≤

≤ Lf
(
|t− t|+ ‖x− x‖

)
,

∥∥∥∂xϕ
(
Q[z(m), u](t, x)

)
− ∂xϕ

(
Q[z(m), u](t, x)

)∥∥∥ ≤

≤ Lϕ
(
|t− t|+ ‖x− x‖

)
,

‖w(m)[u](τ, t, x)− w(m)[u](τ, t, x)‖X ≤ Lw
(
|t− t|+ ‖x− x‖

)
.

Thus we obtain
∥∥G(m)[u](t, x)−G(m)[u](t, x)

∥∥≤p1

(
|t−t|+‖x−x‖

)
, (t, x), (t, x)∈E[c]

under the assumption (4.22). This proves that G(m)[u] ∈ CL∂xϕ.c
[p0, p1].

There is γ̃ > 0 such that for u, u ∈ CL∂xϕ.c
[p0, p1]

∥∥G(m)[u](t, x)−G(m)[u](t, x)
∥∥ ≤ γ̃

t∫

0

‖u− u‖ξ.ndξ, (t, x) ∈ E[c].

For u ∈ CL∂xϕ.c
[p0, p1] and for λ > γ̃ we define

‖u‖(λ) = max
{
‖u(t, x)‖e−λt : (t, x) ∈ E[c]

}
.

If u, u ∈ CL∂xϕ.c
[p0, p1], then

∥∥G(m)[u](t, x)−G(m)[u](t, x)
∥∥≤ γ̃

t∫

0

‖u−u‖(λ) e
λξ dξ≤

γ̃

λ
‖u−u‖(λ)e

λt,

that is,
∥∥G(m)[u]−G(m)[u]

∥∥
(λ)

≤
γ̃

λ
‖u− u‖(λ).

We have γ̃
λ
< 1 and hence there exists exactly one ũ ∈ CL∂xϕ.c

[p0, p1] satis-

fying the equation u = G(m)[u]. The proof of Lemma 4.2 is complete. �

The next lemma is important in our considerations.
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Lemma 4.3. If Assumptions H∗[X ], HM [f ], HM [ψ], HM [c, d, p0, p1]
are satisfied, ϕ ∈ J +

M [X ], then for any m ≥ 0 we have

∂xz
(m)(t, x) = u(m)(t, x), (t, x) ∈ E[c] (4.24)

and

z(m) ∈ CLϕ.c[d]. (4.25)

Proof. We prove (4.24) by induction. It follows from the definition of z(0),
u(0) that (4.24) is satisfied for m = 0. Suppose that (4.24) holds for a given
m ≥ 0. We will prove that

∂xz
(m+1) = u(m+1) on E[c]. (4.26)

Write

∆(t, x, x) = z(m+1)(t, x)− z(m+1)(t, x)− u(m+1)(t, x) ◦ (x− x),

where (t, x), (t, x) ∈ E[c]. We prove that there exists C0 ∈ R+ such that
∣∣∆(t, x, x)

∣∣ ≤ C0‖x− x‖2. (4.27)

According to (4.16), (4.17) and (4.23) we have

∆(t, x, x) =

=F
[
z(m),u(m+1)

]
(t, x)−F

[
z(m),u(m+1)

]
(t, x)−G(m)[u(m+1)](t, x)◦(x−x).

For simplicity of notation write

g(τ, t, x)=
[
z(m),u(m+1)

]
(τ, t, x), δ(t, x)=δ

[
z(m),u(m+1)

]
(t, x),

w(τ, t, x) = w(m)[u(m+1)](τ, t, x),

Q(t, x)=Q
[
z(m),u(m+1)

]
(t, x), P (τ, t, x)=P

[
z(m),u(m+1)

]
(τ, t, x).

(4.28)

Let R(s, τ, t, x, x) be the following intermediate point

R(s, τ, t, x, x) = P (τ, t, x) + s
(
P (τ, t, x)− P (τ, t, x)

)
, 0 ≤ s ≤ 1.

Assume that (t, x), (t, x) ∈ E[c]. Consider the case δ(t, x) ≤ δ(t, x). Similar
arguments apply to the case δ(t, x) > δ(t, x). To formulate properties of ∆,
we define

A(t, x, x) = ϕ
(
Q(t, x)

)
− ϕ(Q(t, x)) − ∂tϕ(Q(t, x))

(
δ(t, x)− δ(t, x)

)
+

−∂xϕ(Q(t, x)) ◦
(
g(δ(t, x), t, x)− g(δ(t, x), t, x)

)
,

B(t, x, x) = ∂tϕ(Q(t, x))
(
δ(t, x)− δ(t, x)

)
+

+∂xϕ(Q(t, x)) ◦
(
g(δ(t, x), t, x)− g(δ(t, x), t, x) − (x− x)

)
,

δf.x(s, τ, t, x, x) = ∂xf
(
R(s, τ, t, x, x)

)
− ∂xf(P (τ, t, x)),

δf.w(s, τ, t, x, x) = ∂wf
(
R(s, τ, t, x, x)

)
− ∂wf(P (τ, t, x)),

δf.q(s, τ, t, x, x) = ∂qf
(
R(s, τ, t, x, x)

)
− ∂qf

(
P (τ, t, x)

)
.

We have

∆(t, x, x) = ∆1(t, x, x) + ∆2(t, x, x),
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where

∆1(t, x, x) = A(t, x, x)+

+

t∫

δ(t,x)

1∫

0

[
δf.x(s, τ, t, x, x) ◦

(
g(τ, t, x)− g(τ, t, x)

)
+

+δf.w(s, τ, t, x, x)
(
(z(m))ψ(τ,g(τ,t,x)) − (z(m))ψ(τ,g(τ,t,x))

)
+

+δf.q(s, τ, t, x, x) ◦
(
u(m+1)(τ, g(τ, t, x))− u(m+1)(τ, g(τ, t, x))

)]
ds dτ+

+

t∫

δ(t,x)

∂wf(P (τ, t, x))
(
(z(m))ψ(τ,g(τ,t,x)) − (z(m))ψ(τ,g(τ,t,x))−

−w(τ, t, x) ◦
(
g(τ, t, x)− g(τ, t, x)

))
dτ

and

∆2(t, x, x) = B(t, x, x) +

t∫

δ(t,x)

[(
∂xf(P (τ, t, x))+

+∂wf(P (τ, t, x))(w(τ, t, x))
)
◦

(
g(τ, t, x)− g(τ, t, x)− (x− x)

)
−

−
(
∂qf(P (τ, t, x))− ∂qf(P (τ, t, x))

)
◦ u(m+1)(τ, g(τ, t, x))

]
dτ+

+

δ(t,x)∫

δ(t,x)

(
f(P (τ, t, x))− ∂qf(P (τ, t, x)) ◦ u(m+1)

(
τ, g(τ, t, x)

))
dτ.

Substituting the relation

g(τ, t, x)−g(τ, t, x)−(x− x)=

t∫

τ

(
∂qf(P (τ, t, x))−∂qf(P (τ, t, x))

)
dτ

into ∆2(t, x, x) and changing the order of integration, we obtain

∆2(t, x, x) = C(t, x, x)+

+

t∫

δ(t,x)

(
∂qf(P (τ, t, x))− ∂qf(P (τ, t, x))

)
◦ D(τ, t, x) dτ,

where

C(t, x, x) =

δ(t,x)∫

δ(t,x)

(
f(P (τ, t, x))− ∂tϕ(Q(t, x))

)
dτ+
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+

δ(t,x)∫

δ(t,x)

(
∂xϕ(Q(t, x))−u(m+1)

(
τ, g(τ, t, x)

))
◦ ∂qf(P (τ, t, x)) dτ,

D(τ, t, x) = −u(m+1)(τ, g(τ, t, x)) + ∂xϕ(Q(t, x))+

+

t∫

δ(t,x)

(
∂xf(P (ξ, t, x)) + ∂wf(P (ξ, t, x))(w(ξ, t, x))

)
dξ.

Since g(s, τ, g(τ, t, x)) = g(s, t, x) and δ(τ, g(τ, t, x)) = δ(t, x) for (t, x) ∈
E[c], τ, s ∈ I(t,x), where I(t,x) is the domain of g(·, t, x), we have

u(m+1)(τ, g(τ, t, x)) = ∂xϕ(Q(t, x))+

+

τ∫

δ(t,x)

(
∂xf(P (s, t, x)) + ∂wf(P (s, t, x))(w(s, t, x))

)
ds,

and thus

D(τ, t, x) = 0, (t, x) ∈ E[c], τ ∈ I(t,x).

It follows from our assumptions that there is C1 ∈ R+ such that
∣∣C(t, x, x)

∣∣ ≤ C1‖x− x‖2

and, consequently,
∣∣∆2(t, x, x)

∣∣ ≤ C1‖x− x‖2 for (t, x), (t, x) ∈ E[c]. (4.29)

We estimate ∆1(t, x, x). There exists CA ∈ R+ such that
∣∣A(t, x, x)

∣∣ ≤ CA‖x− x‖2.

The terms ‖δf.x(s, τ, t, x, x)‖, ‖δf.q(s, τ, t, x, x)‖, ‖δf.w(s, τ, t, x, x)‖∗ are bo-
unded from above by Lδ‖g(τ, t, x)− g(τ, t, x)‖ for some Lδ ∈ R+. We have
also

∥∥(z(m))ψ(τ,g(τ,t,x)) − (z(m))ψ(τ,g(τ,t,x))

∥∥
X
≤

≤ s1(K1d+K0b1)
∥∥g(τ, t, x)− g(τ, t, x)

∥∥,
∥∥u(m+1)

(
τ, g(τ, t, x)

)
− u(m+1)(τ, g(τ, t, x))

∥∥ ≤ p1

∥∥g(τ, t, x)− g(τ, t, x)
∥∥.

It follows from the equality ∂xz
(m) = u(m) on E[c] that

∥∥∥(z(m))ψ(τ,g(τ,t,x))−(z(m))ψ(τ,g(τ,t,x))−w(τ, t, x)◦
(
g(τ, t, x)−g(τ, t, x)

)∥∥∥
X
≤

≤
(
s21(K1p1 +K0b2) + s2(K1d+K0b1)

)∥∥g(τ, t, x)− g(τ, t, x)
∥∥2
.

All the above estimates and the properties of bicharacteristics imply that
there is C2 ∈ R+ such that for (t, x), (t, x) ∈ E[c]

|∆1(t, x, x)| ≤ C2‖x− x‖2. (4.30)
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The inequalities (4.29) and (4.30) give (4.27) and, consequently,

∂xz
(m+1)(t, x) = u(m+1)(t, x), (t, x) ∈ E[c].

The proof of (4.26) is complete.
It follows from (4.24) that on E[c]

‖∂xz
(m+1)(t, x)‖ ≤ d.

Let (t, x), (t, x) ∈ E[c]. We use the notation (4.28) and we can write the
following estimates

∣∣ϕ(Q(t, x)) − ϕ(Q(t, x))
∣∣ ≤ V1|t− t|,

∣∣∣∣

δ(t,x)∫

δ(t,x)

∣∣∣f(P (τ, t, x))− ∂qf(P (τ, t, x)) ◦ u(m+1)
(
τ, g(τ, t, x)

)∣∣∣ dτ
∣∣∣∣+

+

∣∣∣∣

t∫

t

∣∣∣f(P (τ, t, x))− ∂qf(P (τ, t, x)) ◦ u(m+1)
(
τ, g(τ, t, x)

)∣∣∣ dτ
∣∣∣∣ ≤

≤ V2|t− t|,

∣∣∣∣

t∫

δ(t,x)

(∣∣∣f(P (τ, t, x))−f(P (τ, t, x))
∣∣∣+

∣∣∣∂qf(P (τ, t, x))◦u(m+1)
(
τ, g(τ, t, x)

)
−

−∂qf
(
P (τ, t, x)

)
◦ u(m+1)

(
τ, g(τ, t, x)

)∣∣∣
)
dτ

∣∣∣∣ ≤ V3|t− t|.

It follows from Assumption HM [c, d, p0, p1] that
∣∣z(m+1)(t, x)− z(m+1)(t, x)

∣∣ ≤ d|t− t|.

Thus z(m+1) ∈ CLϕ.c[d]. This completes the proof of Lemma 4.3. �

4.4. Existence and Uniqueness of Generalized Solutions

First we prove the convergence of the sequences {z(m)} and {u(m)}.

Lemma 4.4. If Assumptions H∗[X ], HM [f ], HM [ψ] and HM [c, d, p0, p1]
are satisfied and ϕ ∈ J +

M [X ], then the sequences {z(m)} and {u(m)} are

uniformly convergent on E[c].

Proof. For t ∈ [0, c] and m ≥ 1 we write

Zm(t) =
∥∥z(m) − z(m−1)

∥∥
t.1

and Um(t) =
∥∥u(m) − u(m−1)

∥∥
t.n
.

The assumptions of the lemma imply the inequality

Um+1(t) ≤ Γ̃1

t∫

0

(
K1Zm(τ) + Um+1(τ)

)
dτ +K1Cs1

t∫

0

Um(τ) dτ,
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where t ∈ [0, c], for some Γ̃1 ∈ R+ independent of m. Thus it follows from
the Gronwall inequality that

Um+1(t) ≤ Γ̃2

t∫

0

(
Zm(τ) + Um(τ)

)
dτ, (4.31)

where Γ̃2 = ecΓ̃1 max{K1Γ̃1,K1Cs1}. We have also

Zm+1(t) ≤ Γ̃3

t∫

0

(
K1Zm(τ) + Um+1(τ)

)
dτ + C

t∫

0

Um+1(τ) dτ,

where t ∈ [0, c], for some Γ̃3 ∈ R+. Using (4.31), we obtain

Zm+1(t) ≤ Γ̃4

t∫

0

(
Zm(τ) + Um(τ)

)
dτ,

where Γ̃4 = max{Γ̃3K1, c(Γ̃3 + C)Γ̃2}. Put Γ̃0 = Γ̃2 + Γ̃4 and observe that
we have obtained the integral inequality

Zm+1(t) + Um+1(t) ≤ Γ̃0

t∫

0

(
Zm(τ) + Um(τ)

)
dτ, t ∈ [0, c]. (4.32)

For Z ∈ C([0, c], R) and for λ > Γ̃0 we write

‖Z‖λ = max
{
|Z(t)|e−λt : t ∈ [0, c]

}
.

It follows from (4.32) that

Zm+1(t) + Um+1(t) ≤ Γ̃0

t∫

0

(
‖Zm‖λ + ‖Um‖λ

)
eλτ dτ ≤

≤
Γ̃0

λ
e−λt

(
‖Zm‖λ + ‖Um‖λ

)
.

Thus

‖Zm+1‖λ + ‖Um+1‖λ ≤
Γ̃0

λ

(
‖Zm‖λ + ‖Um‖λ

)
, m ≥ 1.

We have also
‖Z1‖λ + ‖U1‖λ ≤ 2(dc+ p0).

Consequently, the sequences {Zm}, {Um} are uniformly convergent to zero
which implies the assertion of Lemma 4.4. �

We are in a position to state the main result for the problem (4.1), (4.2).
We write

‖ϕ‖(t.1) = max
{
|ϕ(s, y)| : (s, y) ∈ ∂0E[t]

}
,

‖∂xϕ‖(t.n) = max
{
‖∂xϕ(s, y)‖ : (s, y) ∈ ∂0E[t]

}
,
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where ϕ ∈ J +
M [X ] and t ∈ [0, a].

Theorem 4.1. Suppose that Assumptions H∗[X ], HM [f ], HM [ψ],
HM [c, d, p0, p1] are satisfied. Then for each ϕ ∈ J +

M [X ] there exists a solu-

tion z = z[ϕ] : E∗[c] → R to the problem (4.1), (4.2) such that

z ∈ CLϕ.c[d] and ∂xz ∈ C
L
∂xϕ.c

[p0, p1].

Moreover, if ϕ, ϕ ∈ J +
M [X ] are such that ‖ϕ − ϕ‖bX < +∞ and z = z[ϕ],

z = z[ϕ], then there is Θ ∈ R+ such that

‖z − z‖c.1 + ‖∂xz − ∂xz‖c.n ≤

≤ Θ
(
‖ϕ− ϕ‖(c.1) + ‖∂xϕ− ∂xϕ‖(c.n) + ‖ϕ− ϕ‖bX

)
. (4.33)

Proof. Lemmas 4.3 and 4.4 imply that there is z ∈ CLϕ.c[d] such that

z(t, x) = lim
m→∞

z(m)(t, x), ∂xz(t, x) = lim
m→∞

u(m)(t, x)

uniformly on E[c]. Thus we get

z = F [z, ∂xz], ∂xz = G[z, ∂xz, ∂xz] on E[c].

Moreover,
z = ϕ on E0 ∪ ∂0E[c].

Thus z is a solution of the problem (4.1), (4.2) on E∗[c].
To prove (4.33) with ϕ, ϕ ∈ J +

M [X ] such that ‖ϕ− ϕ‖bX < +∞, we use
the Gronwall inequality to the following one

‖z − z‖t.1 + ‖∂xz − ∂xz‖t.n ≤ L0

(
‖ϕ− ϕ‖(t.1) + ‖∂xϕ− ∂xϕ‖(t.n)

)
+

+L1

t∫

0

(
‖z − z‖τ.1 + ‖∂xz − ∂xz‖τ.n + ‖ϕ− ϕ‖bX

)
dτ

for some L0, L1 ∈ R+. The proof of Theorem 4.1 is complete. �

Remark 4.3. In our considerations we do not assume that

∂qi
f(P ) ≥ 0 for 1 ≤ i ≤ κ, ∂qi

f(P ) ≤ 0 for κ+ 1 ≤ i ≤ n,

where P = (t, x, w, q) for (x,w, q) ∈ [−b, b] × X × Rn and for almost all
t ∈ [0, a] (see [25]). In virtue of that the functional variable in (4.1) is
defined on the set B which is the same for initial and mixed problems.



CHAPTER 5

Initial Problems on the Haar Pyramid

5.1. Lipschitz Continuous Solutions of Quasilinear Systems

We use the notation introduced in Chapter 1. Let H denote the Haar
pyramid

H =
{
(t, x) ∈ Rn+1 : t ∈ [0, a], −b+ h(t) ≤ x ≤ b− h(t)

}
,

where a > 0, b ∈ Rn+ and h ∈ C([0, a], Rn+) is a nondecreasing function,
h(0) = 0, b > h(a). Write

D0 = (−∞, 0]× [−b, b], Ht =
{
(s, x) ∈ H : s ≤ t

}
, 0 ≤ t ≤ a.

Let Xt, 0 ≤ t ≤ a, be a linear space consisting of functions mapping the set
D0 ∪ Ht into Rk. Assume that

A : H×Xa →Mk×k, A = [Aij ]i,j=1,...,k,

% : H×Xa →Mk×n, % = [%ij ]i=1,...,k,j=1,...,n,

f : H×Xa → Rk, f = (f1, . . . , fk), and ϕ : D0 → Rk

are given functions. Let z = (z1, . . . , zk) be an unknown function of the
variables (t, x), x = (x1, . . . , xn). We consider the quasilinear system of
differential functional equations in the Schauder canonic form

k∑

j=1

Aij(t, x, z)
(
∂tzj(t, x) +

n∑

ν=1

%iν(t, x, z)∂xν
zj(t, x)

)
= fi(t, x, z) (5.1)

where 1 ≤ i ≤ k, with the initial condition

z(t, x) = ϕ(t, x), (t, x) ∈ D0. (5.2)

Here the variable z represents the functional dependence. This model is
suitable for initial problems considered in the Haar pyramid. We consider
weak solutions of the problem (5.1), (5.2). A function z : D0 ∪ Hc → Rk,
c ∈ (0, a], is a solution of (5.1), (5.2) provided

(i) z is continuous on Hc,
(ii) the derivatives ∂tzi, ∂xzi = (∂x1zi, . . . , ∂xn

zi), 1 ≤ i ≤ k, exist
almost everywhere on Hc,

(iii) z satisfies the differential system for almost all (t, x) ∈ Hc and the
condition (5.2) holds.

71
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Let t ∈ (0, a]. For z ∈ C(Ht, R
k) we write

‖z‖t = max
{
‖z(s, x)‖∞ : (s, x) ∈ Ht

}
.

Denote by CL(Ht, R
k) the class of all z ∈ C(Ht, R

k) such that

‖z‖Lt =

= sup
{‖z(s, x)− z(s, x)‖∞

|s− s|+ ‖x− x‖
: (s, x), (s, x) ∈ Ht, (s, x) 6= (s, x)

}
< +∞.

For z ∈ CL(Ht, R
k) we define the norm of z by

‖z‖t.L = ‖z‖t + ‖z‖Lt .

We formulate the following assumptions on the spaces Xt, 0 ≤ t ≤ a.

Assumption HL[X ]. For each t ∈ [0, a] the space (Xt, ‖ · ‖Xt
) is

a Banach space of functions from D0 ∪ Ht into Rk and there is a linear
subspace Xt.L ⊂ Xt such that (Xt.L, ‖ · ‖Xt.L

) is a Banach space. For each
t ∈ (0, a] the spaces Xt and Xt.L satisfy the following conditions:

1) if z : D0∪Ht → Rk and z|D0
∈ X0, z|Ht

∈ C(Ht, R
k), then z ∈ Xt

and

‖z‖Xt
≤ K1‖z|Ht

‖t +K0‖z|D0
‖X0 ,

where K1K0 ∈ R+ are constants independent of z,
2) if z : D0 ∪ Ht → Rk and z|D0

∈ X0.L, z|Ht
∈ CL(Ht, R

k), then
z ∈ Xt.L and

‖z‖Xt.L
≤M1‖z|Ht

‖t.L +M0‖z|D0
‖X0.L

with the constants M1,M0 ∈ R+ independent of z.

We give examples of spaces satisfying Assumption HL[X ].

Example 5.1. Let X0 be the class of all functions w : D0 → Rk which
are bounded and uniformly continuous on D0. For w ∈ X0 we put

‖w‖X0 = sup
{
‖w(t, x)‖∞ : (t, x) ∈ D0

}
. (5.3)

Let Xt, 0 < t ≤ a, be the set of all functions z : D0 ∪ Ht → Rk such that
z|D0

∈ X0 and z|Ht
∈ C(Ht, R

k) with the norm of z given by

‖z‖Xt
= ‖z|D0

‖X0 + ‖z|Ht
‖t.

Denote by X0.L the space of all w ∈ X0 such that

‖w‖LD0
=

= sup
{‖w(t, x)− w(t, x)‖∞

|t− t|+ ‖x− x‖
: (t, x), (t, x) ∈ D0, (t, x) 6= (t, x)

}
< +∞

with the norm of w given by

‖w‖X0.L
= ‖w‖X0 + ‖w‖LD0

. (5.4)
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Let Xt.L, 0 < t ≤ a, denote the space of all z ∈ Xt such that z|D0
∈ X0.L

and z|Ht
∈ CL(Ht, R

k) with the norm of z given by

‖z‖Xt.L
= ‖z|D0

‖X0.L
+ ‖z|Ht

‖t.L.

Then Assumption HL[X ] is satisfied with K1 = K0 = M1 = M0 = 1.

Example 5.2. Let γ : (−∞, 0] → (0,+∞) be continuous and nonin-
creasing. We defineX0 as the space of all continuous functions w : D0 → Rk

such that

lim
t→−∞

w(t, x)

γ(t)
= 0, x ∈ [−b, b],

with the norm of w given by

‖w‖X0 = sup
{‖w(t, x)‖∞

γ(t)
: (t, x) ∈ D0

}
.

Let Xt, 0 < t ≤ a, be the set of the functions z : D0 ∪ Ht → Rk such that
z|D0

∈ X0 and z|Ht
∈ C(Ht, R

k). For z ∈ Xt we put

‖z‖Xt
= ‖z|D0

‖X0 + ‖z|Ht
‖t.

Denote by X0.L the space of all w ∈ X0 such that ‖w‖LD0
< +∞ with the

norm of w given by (5.4). Let Xt.L, 0 < t ≤ a, denote the space of all
z ∈ Xt such that z|D0

∈ X0.L and z|Ht
∈ CL(Ht, R

k) with the norm of z
given by

‖z‖Xt.L
= ‖z|D0

‖X0.L
+ ‖z|Ht

‖t.L.

Then Assumption HL[X ] is satisfied with K1 = 1
γ(0) , K0 = M1 = M0 = 1.

Suppose that Assumption HL[X ] is satisfied. Fix ϕ ∈ X0.L, c ∈ (0, a]
and d = (d0, d1) ∈ R2

+. Denote by KL
ϕ.c[d] the class of all functions z :

D0 ∪ Hc → Rk such that z(t, x) = ϕ(t, x) for (t, x) ∈ D0 and

‖z(t, x)‖∞ ≤ d0,
∥∥z(t, x)− z(t, x)

∥∥
∞
≤ d1

(
|t− t|+ ‖x− x‖

)
on Hc.

We prove that there is a solution of (5.1), (5.2) in KL
ϕ.c[d] for sufficiently

small c ∈ (0, a] and for some d ∈ R2
+. Write

St =
[
− b+ h(t), b− h(t)

]
, t ∈ [0, a],

I [x] =
{
t ∈ [0, a] : (t, x) ∈ H

}
, x ∈ [−b, b].

We adopt the following assumptions on %.

Assumption HL[%]. The function % : H × Xa → Mk×k is such that
%(·, x, w) is measurable on I [x] for every (x,w) ∈ [−b, b] × Xa, %(t, ·) is
continuous on St ×Xa for almost all t ∈ [0, a] and

1) there is δ ∈ C([0, a], Rn), δ = (δ1, . . . , δn) such that

|%ij(t, x, w)| ≤ δj(t), 1 ≤ i ≤ k, 1 ≤ j ≤ n, t ∈ [0, a], (x,w) ∈ St ×Xt,
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h(t) =

t∫

0

δ(s) ds, t ∈ [0, a],

2) there is β1 ∈ ∆ such that
∥∥%(t, x, w) − %(t, x, w)

∥∥
∞
≤ β1(t, µ)

(
‖x− x‖+ ‖w − w‖Xt

)

for (x,w), (x,w) ∈ St ×Xt.L[µ] and for almost all t ∈ [0, a], where
Xt.L[µ] is defined by (1.9).

Remark 5.1. If Assumption HL[%] is satisfied, then the function % sat-
isfies the following Volterra condition: if (t, x) ∈ H, z, z ∈ Xa and z(s, y) =
z(s, y) for (s, y) ∈ D0 ∪Ht, then %(t, x, z) = %(t, x, z).

Let the symbol J L[X ] denote the class of all initial functions ϕ : D0 →
Rk such that ϕ ∈ X0.L and there are b0, b1, c0, c1 ∈ R+ with the properties

‖ϕ‖X0 ≤ b0, ‖ϕ‖X0.L
≤ b1,

‖ϕ(0, x)‖∞ ≤ c0,
∥∥ϕ(0, x)− ϕ(0, x)

∥∥
∞
≤ c1‖x− x‖ on [−b, b].

Suppose that Assumptions HL[X ], HL[%] are satisfied and ϕ ∈ J L[X ],
c ∈ (0, a], z ∈ KL

ϕ.c[d], (t, x) ∈ Hc, 1 ≤ i ≤ k. Consider the Cauchy problem

η′(τ) = %i(τ, η(τ), z), η(t) = x, (5.5)

where %i = (%i1, . . . , %in). Let us denote by gi[z](·, t, x) the solution of (5.5)
and by [0, σi[z](t, x)] the maximal interval on which gi[z](·, t, x) exists.

Lemma 5.1. Suppose that Assumptions HL[X ], HL[%] are satisfied and

ϕ, ϕ ∈ J L[X ], z ∈ KL
ϕ.c[d], z ∈ KL

ϕ.c[d], c ∈ (0, a]. Then for each (t, x) ∈

Hc, 1 ≤ i ≤ k, the unique solutions gi[z](·, t, x) and gi[z](·, t, x) exist on

[0, σi[z](t, x)] and [0, σi[z](t, x)], respectively. Moreover,
∥∥gi[z](τ, t, x)− gi[z](τ, t, x)

∥∥ ≤ δ+0 Qc
(
|t− t|+ ‖x− x‖

)
(5.6)

on [0,min{σi[z](t, x), σi[z](t, x)}]×Hc, and

∥∥gi[z](τ, t, x)− gi[z](τ, t, x)
∥∥ ≤ Qc

∣∣∣
t∫

τ

β1(ξ, µ1) dξ
∣∣∣ · ‖z − z‖Xc

(5.7)

on [0,min{σi[z](t, x), σi[z](t, x)}]×Hc, where

δ+0 = 1 + δ0, δ0 = max
{
‖δ(s)‖ : s ∈ [0, a]

}
,

Qc = exp
( c∫

0

β1(ξ, µ1) dξ
)
, µ1 = M1(d0 + d1) +M0b1.

(5.8)

Proof. Assumption HL[%] and the following Lipschitz condition
∥∥%i(τ, y, z)− %i(τ, y, z)

∥∥ ≤ β1(τ, µ1)‖y − y‖, y, y ∈ Sτ ,
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imply the existence of a unique Carathèodory solution of (5.5). It follows
from the integral equation

gi[z](τ, t, x) = x+

τ∫

t

%i(ξ, gi[z](ξ, t, x), z) dξ

that
∥∥gi[z](τ, t, x)− gi[z](τ, t, x)

∥∥ ≤

≤ δ+0
(
|t− t|+ ‖x− x‖

)
+

∣∣∣∣

τ∫

t

β1(ξ, µ1)
∥∥gi[z](ξ, t, x)− gi[z](ξ, t, x)

∥∥ dξ
∣∣∣∣,

∥∥gi[z](τ, t, x)− gi[z](τ, t, x)
∥∥ ≤

≤

∣∣∣∣

τ∫

t

β1(ξ, µ1)
(
‖gi[z](ξ, t, x)− gi[z](ξ, t, x)‖+ ‖z − z‖Xξ

)
dξ

∣∣∣∣.

Thus we get (5.6) and (5.7) by using the Gronwall inequality. �

Now we formulate assumptions on f and A.

Assumption HL[f ]. The function f : H × Xa → Rk is such that
f(·, x, w) is measurable on I [x] for every (x,w) ∈ [−b, b] × Xa, f(t, ·) is
continuous on St ×Xa for almost all t ∈ [0, a] and

1) there is α2 ∈ Σ such that

‖f(t, x, w)‖∞ ≤ α2(µ)

for (x,w) ∈ St ×Xt[µ] and for almost all t ∈ [0, a],
2) there is β2 ∈ Σ such that

∥∥f(t, x, w)− f(t, x, w)
∥∥
∞
≤ β2(µ)

(
‖x− x‖+ ‖w − w‖Xt

)

for (x,w), (x,w) ∈ St ×Xt.L[µ] and for almost all t ∈ [0, a].

Assumption HL[A]. The function A : H ×Xa → Mk×k satisfies the
conditions:

1) there are α, β ∈ Σ such that

‖A(t, x, w)‖∞ ≤ α(µ), t ∈ [0, a], (x,w) ∈ St ×Xt[µ],
∥∥A(t, x, w) −A(t, x, w)

∥∥
∞
≤ β(µ)|t − t|

for t, t ∈ [0, a], (x,w) ∈ St̃ ×Xt̃.L[µ], t̃ = max{t, t},
∥∥A(t, x, w) −A(t, x, w)

∥∥
∞
≤ β(µ)

(
‖x− x‖+ ‖w − w‖Xt

)

for t ∈ [0, a], (x,w), (x,w) ∈ St ×Xt.L[µ],
2) for each (t, x, w) ∈ H × Xa[µ] there exists the inverse matrix

A−1(t, x, w) and there are α0, β0 ∈ Σ such that

‖A−1(t, x, w)‖∞ ≤ α0(µ), t ∈ [0, a], (x,w) ∈ St ×Xt[µ],
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∥∥A−1(t, x, w) −A−1(t, x, w)
∥∥
∞
≤ β0(µ)|t− t|

for t, t ∈ [0, a], (x,w) ∈ St̃ ×Xt̃.L[µ], t̃ = max{t, t},
∥∥A−1(t, x, w) −A−1(t, x, w)

∥∥
∞
≤ β0(µ)

(
‖x− x‖+ ‖w − w‖Xt

)

for t ∈ [0, a], (x,w), (x,w) ∈ St ×Xt.L[µ].

Assume that ϕ ∈ J L[X ], c ∈ (0, a], z ∈ KL
ϕ.c[d], (t, x) ∈ Hc, 1 ≤ i ≤ k.

Write

A[z](τ, t, x) =
[
Aij(τ, gi[z](τ, t, x), z)

]
i,j=1,...,k

,

Φ[z](τ, t, x) =
[
ϕi(0, gj [z](τ, t, x))

]
i,j=1,...,k

,

Z[z](τ, t, x) =
[
zi(τ, gj [z](τ, t, x))

]
i,j=1,...,k

,

f [z](τ, t, x) =
[
fi(τ, gi[z](τ, t, x), z)

]T
i=1,...,k

,

where gi[z](·, t, x) is a solution of (5.5) and τ ∈ [0, σi[z](t, x)]. Define Tϕ(z) :
D0 ∪ Hc → Rk in the following way

Tϕ(z)(t, x) = ϕ(t, x), (t, x) ∈ D0,

Tϕ(z)(t, x) = ϕ(0, x) +A−1(t, x, z)

3∑

i=1

Vi[z](t, x), (t, x) ∈ Hc,

where

V1[z](t, x) =

t∫

0

f [z](τ, t, x) dτ,

V2[z](t, x) = A[z](0, t, x) ∗
(
Φ[z](0, t, x)− Φ[z](t, t, x)

)
,

V3[z](t, x) =

t∫

0

d

dτ
A[z](τ, t, x) ∗

(
Z[z](τ, t, x)− Φ[z](t, t, x)

)
dτ.

We prove that Tϕ has a fixed point z ∈ KL
ϕ.c[d] for some c and d. This z is

a solution of (5.1), (5.2).

5.2. The Theorem on Existence and Uniqueness

We formulate the following lemmas on the operator Tϕ.

Lemma 5.2. If Assumptions HL[X ], HL[%], HL[f ], HL[A] are satisfied,

then there are c ∈ (0, a], d = (d0, d1) ∈ R2
+ such that for each ϕ ∈ J L[X ]

the operator Tϕ maps the set KL
ϕ.c[d] into itself.

Proof. Let ϕ ∈ J L[X ] and z ∈ KL
ϕ.c[d]. It is easy to see that

3∑

i=1

‖Vi[z](t, x)‖∞ ≤ cV ,
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where

V = α2(µ0) + α(µ0)c1δ0 + cβ(µ1)δ
+
0 (d1 + c1δ0), µ0 = K1d0 +K0b0.

We assume that

d0 ≥ c0 + cα0(µ0)V (5.9)

and we obtain the estimate
∥∥Tϕ(z)(t, x)

∥∥
∞
≤ d0 on Hc.

Let (t, x), (t, x) ∈ Hc. The assumptions of the lemma imply that
∥∥Vi[z](t, x)− Vi[z](t, x)

∥∥
∞
≤ vi.c

(
|t− t|+ ‖x− x‖

)
, i = 1, 2, 3,

where

v1.c = α2(µ0) + cβ2(µ1)δ
+
0 Qc,

v2.c = cβ(µ1)δ
+
0 Qcc1δ0 + α(µ0)c1(1 + δ+0 Qc),

v3.c = cβ(µ1)δ
+
0 (d1 + c1δ0) + cβ(µ1)δ

+
0 (d1 +Qcc1δ0)+

+ cβ(µ1)Qcd1(δ
+
0 )2 + cβ(µ1)δ

+
0 (d1Qcδ

+
0 + c1).

In this way we obtain
∥∥Tϕ(z)(t, x)− Tϕ(t, x)

∥∥
∞
≤ d1

(
|t− t|+ ‖x− x‖

)
,

where

d1 ≥ c1 + cβ0(µ1)V + α0(µ0)

3∑

i=1

vi.c. (5.10)

The above considerations imply that for c ∈ (0, a] and d = (d0, d1) ∈ R2
+

such that the inequalities (5.9), (5.10) hold the operator Tϕ maps the set
KL
ϕ.c[d] into itself. �

Put

‖ϕ‖∗0 = max
{
‖ϕ(0, x)‖∞ : x ∈ [−b, b]

}
,

where ϕ ∈ J L[X ].

Lemma 5.3. Suppose that the assumptions of Lemma 5.2 are satisfied.

If ϕ, ϕ ∈ J L[X ] and z ∈ KL
ϕ.c[d], z ∈ K

L
ϕ.c[d], then there are G1.c, G2, G3 ∈

R+ such that
∥∥Tϕ(z)− Tϕ(z)

∥∥
c
≤ G1.c‖z − z‖c +G2‖ϕ− ϕ‖X0 +G3‖ϕ− ϕ‖∗0. (5.11)

Proof. Fix ϕ, ϕ ∈ J L[X ] and z ∈ KL
ϕ.c[d], z ∈ K

L
ϕ.c[d]. It easily follows that

∥∥V1[z](t, x)− V1[z](t, x)
∥∥
∞
≤ θ1.c‖z − z‖Xc

,
∥∥V2[z](t, x)− V2[z](t, x)

∥∥
∞
≤ θ2.c‖z − z‖Xc

+ 2α(µ0)‖ϕ− ϕ‖∗0,∥∥V3[z](t, x)− V3[z](t, x)
∥∥
∞
≤

≤ θ3.c‖z − z‖Xc
+ cβ(µ1)δ

+
0

(
‖z − z‖c + ‖ϕ− ϕ‖∗0

)
,
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where

θ1.c = cβ2(µ1)θ
∗, θ2.c = cβ(µ1)θ

∗c1δ0 + α(µ0)c1Qc

c∫

0

β1(ξ, µ1) dξ,

θ3.c = cβ(µ1)

(
δ+0 d1Qc

c∫

0

β1(ξ, µ1)dξ + d1 + θ∗(c1δ0 + d1δ
+
0 )

)

and

θ∗ = 1 +Qc

c∫

0

β1(ξ, µ1) dξ.

Thus we obtain
∥∥Tϕ(z)− Tϕ(z)

∥∥
c
≤ θc‖z − z‖Xc

+ cα0(µ0)β(µ1)δ
+
0 ‖z − z‖c+

+
(
1 + cα0(µ0)β(µ1)δ

+
0 + 2α(µ0)α0(µ0)

)
‖ϕ− ϕ‖∗0,

where

θc = β0(µ1)cV + α0(µ0)

3∑

i=1

θi.c.

Therefore the estimate (5.11) is true for

G1.c = K1θc + cα0(µ0)β(µ1)δ
+
0 , (5.12)

G2 = K0θc, G3 = 1 + cα0(µ0)β(µ1)δ
+
0 + 2α(µ0)α0(µ0), (5.13)

which completes the proof of Lemma 5.3. �

Now we are ready to prove a theorem on solution of the problem
(5.1), (5.2).

Theorem 5.1. Suppose that Assumptions HL[X ], HL[%], HL[f ], HL[A]
are satisfied. Assume that the constants c ∈ (0, a], d = (d0, d1) ∈ R

2
+ satisfy

the inequalities (5.9), (5.10) and

G1.c < 1, (5.14)

where G1.c is given by (5.12). Then for each ϕ ∈ J L[X ] there exists z =
z[ϕ] ∈ KL

ϕ.c[d] which is a unique solution of (5.1), (5.2). Furthermore, if

ϕ, ϕ ∈ J L[X ], z = z[ϕ], z = z[ϕ], then

‖z − z‖c ≤
1

1−G1.c

(
G2‖ϕ− ϕ‖X0 +G3‖ϕ− ϕ‖∗0

)
, (5.15)

where G2, G3 are given by (5.13).

Proof. In virtue of (5.9), (5.10) and (5.14) the operator Tϕ : KL
ϕ.c[d] →

KL
ϕ.c[d] is a contraction for each ϕ ∈ J L[X ]. Thus it has a fixed point z =

z[ϕ]∈KL
ϕ.c[d]. The inequality (5.15) immediately follows from Lemma 5.3. �
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5.3. Solutions Satisfying Generalized Lipschitz Condition

Now we consider a special case of the problem (5.1), (5.2). Assume that

% : H×Xa →Mk×k, % = [%ij ]i=1,...,k,j=1,...,n,

f : H×Xa → Rk, f = (f1, . . . , fk), ϕ : D0 → Rk

and

A : H×Rk →Mk×k, A = [Aij ]i,j=1,...,k

are given functions. We consider the following initial problem

k∑

j=1

Aij(t, x, z(t, x))
(
∂tzj(t, x) +

n∑

ν=1

%iν(t, x, z)∂xν
zj(t, x)

)
=

= fi(t, x, z), 1 ≤ i ≤ k, (5.16)

z(t, x) = ϕ(t, x) (t, x) ∈ D0. (5.17)

The matrix A in (5.16) does not depend on the functional variable z(·).
We look for solutions of (5.16), (5.17) in the class of functions satisfying the
Lipschitz condition with respect to x and the generalized integral Lipschitz
condition with respect to t.

We formulate new assumptions on the spaces Xt, 0 ≤ t ≤ a. Denote by
CL

∗

(Ht, R
k) the class of all z ∈ C(Ht, R

k) such that

‖z‖L
∗

t = sup
{‖z(s, x)− z(s, x)‖∞

‖x− x‖
: (s, x), (s, x) ∈ Ht, x 6= x

}
< +∞.

For z ∈ CL
∗

(Ht, R
k) we put

‖z‖t.L∗ = ‖z‖t + ‖z‖L
∗

t .

Assumption HC [X ]. For each t ∈ [0, a] the space (Xt, ‖ · ‖Xt
) is

a Banach space of functions from D0 ∪ Ht into Rk and there is a linear
subspace Xt.L∗ ⊂ Xt such that (Xt.L∗ , ‖ · ‖Xt.L∗

) is a Banach space. For
each t ∈ (0, a] the spaces Xt and Xt.L∗ satisfy the following conditions:

1) if z : D0∪Ht → Rk and z|D0
∈ X0, z|Ht

∈ C(Ht, R
k), then z ∈ Xt

and

‖z‖Xt
≤ K1‖z|Ht

‖t +K0‖z|D0
‖X0 ,

where K1, K0 ∈ R+ are constants independent of z,
2) if z : D0 ∪ Ht → Rk and z|D0

∈ X0.L∗ , z|Ht
∈ CL

∗

(Ht, R
k), then

z ∈ Xt.L∗ and

‖z‖Xt.L∗
≤M1‖z|Ht

‖t.L∗ +M0‖z|D0
‖X0.L∗

with the constants M1,M0 ∈ R+ independent of z.

We give examples of spaces satisfying Assumption HC [X ].
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Example 5.3. Let the spaces (Xt, ‖ · ‖Xt
), t ∈ [0, a], be defined as in

Example 5.1. Denote by X0.L∗ the space of all w ∈ X0 such that

‖w‖L
∗

D0
= sup

{‖w(t, x) − w(t, x)‖∞
‖x− x‖

: (t, x), (t, x) ∈ D0, x 6= x
}
< +∞

with the norm of w given by

‖w‖X0.L∗
= ‖w‖X0 + ‖w‖L

∗

D0
.

Let Xt.L∗ , 0 < t ≤ a, denote the space of all z ∈ Xt such that z|D0
∈ X0.L∗

and z|Ht
∈ CL(Ht, R

k) with the norm of z given by

‖z‖Xt.L∗
= ‖z|D0

‖X0.L∗
+ ‖z|Ht

‖t.L∗ .

Then Assumption HC [X ] is satisfied with K1 = K0 = M1 = M0 = 1.

Example 5.4. Let the spaces (Xt, ‖ · ‖Xt
), t ∈ [0, a], be defined as in

Example 5.2. Denote by X0.L∗ the space of all w ∈ X0 such that

‖w‖γ.L
∗

D0
=sup

{‖w(t, x)−w(t, x)‖∞
γ(t)‖x−x‖

: (t, x), (t, x)∈D0, x 6=x
}
<+∞

with the norm of w given by

‖w‖X0.L∗
= ‖w‖X0 + ‖w‖γ.L

∗

D0
.

Let Xt.L∗ , 0 < t ≤ a, denote the space of all z ∈ Xt such that z|D0
∈ X0.L∗

and z|Ht
∈ CL(Ht, R

k) with the norm of z given by

‖z‖Xt.L∗
= ‖z|D0

‖X0.L∗
+ ‖z|Ht

‖t.L∗ .

Then Assumption HC [X ] is satisfied with K1 = M1 = 1
γ(0) , K0 = M0 = 1.

Let the symbol J C [X ] denote the class of all initial functions ϕ : D0 →
Rk such that ϕ ∈ X0.L∗ and there are b0, b1, c0, c1 ∈ R+ with the properties

‖ϕ‖X0 ≤ b0, ‖ϕ‖X0.L∗
≤ b1,

‖ϕ(0, x)‖∞ ≤ c0, ‖ϕ(0, x)− ϕ(0, x)‖∞ ≤ c1‖x− x‖ on [−b, b].

Suppose that Assumption HC [X ] is satisfied and ϕ ∈ J C [X ], c ∈ (0, a],
d = (d0, d1) ∈ R2

+, λ ∈ L([0, c], R+). Let the symbol Kϕ.c[d, λ] denote

the class of all functions z : D0 ∪ Hc → Rk such that z(t, x) = ϕ(t, x) for
(t, x) ∈ D0 and

‖z(t, x)‖∞≤d0,
∥∥z(t, x)−z(t, x)

∥∥
∞
≤

∣∣∣
t∫

t

λ(τ)dτ
∣∣∣+d1‖x−x‖ on Hc.

We prove that there is a solution of (5.16), (5.17) in Kϕ.c[d, λ] for suffi-
ciently small c ∈ (0, a] and for some d ∈ R2

+, λ ∈ L([0, c], R+). We formulate
the following assumptions on %.

Assumption HC [%]. The function % : H × Xa → Mk×k is such that
%(·, x, w) is measurable on I [x] for every (x,w) ∈ [−b, b] × Xa, %(t, ·) is
continuous on St ×Xa for almost all t ∈ [0, a] and
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1) there is δ̃ ∈ L([0, a], Rn), δ̃ = (δ̃1, . . . , δ̃n) such that

|%ij(t, x, w)| ≤ δ̃j(t), 1 ≤ i ≤ k, 1 ≤ j ≤ n, t ∈ [0, a], (x,w) ∈ St ×Xt,

h(t) =

t∫

0

δ̃(s) ds, t ∈ [0, a],

2) there is β1 ∈ ∆ such that
∥∥%(t, x, w) − %(t, x, w)

∥∥
∞
≤ β1(t, µ)

(
‖x− x‖+ ‖w − w‖Xt

)

for (x,w), (x,w) ∈ St ×Xt.L∗ [µ] and for almost all t ∈ [0, a].

Suppose that Assumptions HC [X ], HC [%] are satisfied. Fix ϕ ∈ J C [X ],
z ∈ Kϕ.c[d, λ], c ∈ (0, a], (t, x) ∈ Hc, 1 ≤ i ≤ k and consider the Cauchy
problem

η′(τ) = %i(τ, η(τ), z), η(t) = x, (5.18)

with the solution gi[z](·, t, x) defined on the interval [0, σi[z](t, x)].

Lemma 5.4. Suppose that Assumptions HC [X ], HC [%] are satisfied

and ϕ, ϕ ∈ J C [X ], z ∈ Kϕ.c[d, λ], z ∈ Kϕ.c[d, λ], c ∈ (0, a]. Then for each

(t, x) ∈ Hc, 1 ≤ i ≤ k, the unique solutions gi[z](·, t, x) and gi[z](·, t, x) exist

on [0, σi[z](t, x)] and [0, σi[z](t, x)], respectively. Moreover,

∥∥gi[z](τ, t, x)− gi[z](τ, t, x)
∥∥ ≤ Q∗c

(∣∣∣
t∫

t

‖δ̃(ξ)‖ dξ
∣∣∣ + ‖x− x‖

)

on [0,min{σi[z](t, x), σi[z](t, x)}]×Hc, and

∥∥gi[z](τ, t, x)− gi[z](τ, t, x)
∥∥ ≤ Q∗c

∣∣∣
t∫

τ

β1(ξ, µ
∗
1) dξ

∣∣∣ · ‖z − z‖Xc

on [0,min{σi[z](t, x), σi[z](t, x)}]×Hc, where

Q∗c = exp
( c∫

0

β1(ξ, µ
∗
1) dξ

)
, µ∗1 = M1(d0 + d1) +M0b1.

We omit the simple proof of Lemma 5.4. We formulate the following
assumptions on f and A.

Assumption HC [f ]. The function f : H × Xa → Rk is such that
f(·, x, w) is measurable on I [x] for every (x,w) ∈ [−b, b] × Xa, f(t, ·) is
continuous on St ×Xa for almost all t ∈ [0, a] and

1) there is α2 ∈ ∆ such that

‖f(t, x, w)‖∞ ≤ α2(t, µ)

for (x,w) ∈ St ×Xt[µ] and for almost all t ∈ [0, a],



82 D. Jaruszewska-Walczak

2) there is β2 ∈ ∆ such that
∥∥f(t, x, w) − f(t, x, w)

∥∥
∞
≤ β2(t, µ)

(
‖x− x‖+ ‖w − w‖Xt

)

for (x,w), (x,w) ∈ St ×Xt.L∗ [µ] and for almost all t ∈ [0, a].

Assumption HC [A]. The function A : H × Rk → Mk×k satisfies the
conditions:

1) there are α, β ∈ Σ and γ ∈ ∆ such that

‖A(t, x, p)‖∞ ≤ α(µ),

∥∥A(t, x, p)−A(t, x, p)
∥∥
∞
≤ β(µ)

(
‖x− x‖+ ‖p− p‖∞

)
+

∣∣∣
t∫

t

γ(ξ, µ) dξ
∣∣∣

for (t, x, p), (t, x, p) ∈ H×Rk[µ],
2) for each (t, x, p) ∈ H × Rk[µ] there exists the inverse matrix

A−1(t, x, p) and there are α0, β0 ∈ Σ and γ0 ∈ ∆ such that

‖A−1(t, x, p)‖∞ ≤ α0(µ),

∥∥A−1(t, x, p)−A−1(t, x, p)
∥∥
∞
≤β0(µ)

(
‖x−x‖+‖p−p‖∞

)
+

∣∣∣
t∫

t

γ0(ξ, µ) dξ
∣∣∣

for (t, x, p), (t, x, p) ∈ H×Rk[µ].

Fix ϕ ∈ J C [X ], c ∈ (0, a], z ∈ Kϕ.c[d, λ] and (t, x) ∈ Hc. Write

Qi[z](τ, t, x) =
(
τ, gi[z](τ, t, x), z(τ, gi[z](τ, t, x)

)
, 1 ≤ i ≤ k,

A∗[z](τ, t, x) =
[
Aij(Qi[z](τ, t, x))

]
i,j=1,...,k

,

Φ[z](τ, t, x) =
[
ϕi(0, gj [z](τ, t, x))

]
i,j=1,...,k

,

Z[z](τ, t, x) =
[
zi(τ, gj [z](τ, t, x))

]
i,j=1,...,k

,

f [z](τ, t, x) =
[
fi(τ, gi[z](τ, t, x), z)

]T
i=1,...,k

,

where gi[z](·, t, x) is a solution of (5.18) and τ ∈ [0, σi[z](t, x)]. We define

T ∗ϕ(z)(t, x) = ϕ(t, x), (t, x) ∈ D0,

T ∗ϕ(z)(t, x) = ϕ(0, x) +A−1(t, x, z(t, x))

3∑

i=1

Wi[z](t, x), (t, x) ∈ Hc,

where

W1[z](t, x) =

t∫

0

f [z](τ, t, x) dτ,

W2[z](t, x) = A∗[z](0, t, x) ∗
(
Φ[z](0, t, x)− Φ[z](t, t, x)

)
,
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W3[z](t, x) =

t∫

0

d

dτ
A∗[z](τ, t, x) ∗

(
Z[z](τ, t, x)− Φ[z](t, t, x)

)
dτ.

5.4. The Existence and Uniqueness Result

We begin with formulation of lemmas on the integral operator.

Lemma 5.5. If Assumptions HC [X ], HC [%], HC [f ], HC [A] are satis-

fied, then there are c ∈ (0, a], d = (d0, d1) ∈ R
2
+ and λ ∈ L([0, c], R+) such

that for each ϕ ∈ J C [X ] the operator T ∗ϕ maps the set Kϕ.c[d, λ] into itself.

Proof. Let ϕ ∈ J C [X ] and z ∈ Kϕ.c[d, λ]. In the sequel we use the following
estimates

∣∣zj(τ, gi[z](τ, t, x))− ϕj(0, x)
∣∣ ≤

τ∫

0

λ(ξ) dξ + c1

∣∣∣
τ∫

t

‖δ̃(ξ)‖ dξ
∣∣∣,

∥∥∥ d

dτ
z
(
τ, gi[z](τ, t, x)

)∥∥∥
∞
≤ λ(τ) + d1‖δ̃(τ)‖,

∥∥∥ d

dτ
A∗[z](τ, t, x)

∥∥∥
∞
≤ q(τ),

where q(τ) = γ(τ, d0) + β(d0)((1 + d1)‖δ̃(τ)‖+ λ(τ)). Since

3∑

i=1

‖Wi[z](t, x)‖∞ ≤ Wc,

where

Wc =

c∫

0

α2(ξ, µ
∗
0) dξ + α(c0)c1

c∫

0

‖δ̃(ξ)‖ dξ+

+

c∫

0

q(τ)

( τ∫

0

λ(ξ) dξ + c1

c∫

τ

‖δ̃(ξ)‖ dξ

)
dτ,

µ∗0 = K1d0 +K0b0,

we obtain

‖T ∗ϕ(z)(t, x)‖∞ ≤ c0 + α0(d0)Wc on Hc.

Fix (t, x), (t, x) ∈ Hc. It easily follows that

∥∥Wi[z](t, x)−Wi[z](t, x)
∥∥
∞
≤

∣∣∣
t∫

t

λi.c(τ) dτ
∣∣∣ + wi.c‖x− x‖, i = 1, 2, 3,

where

w1.c = Q∗c

c∫

0

β2(ξ, µ
∗
1) dξ, λ1.c(τ) = w1.c‖δ̃(τ)‖+ α2(τ, µ

∗
0),
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w2.c = c1

(
α(c0)(1 +Q∗c) + β(c0)(1 + c1)Q

∗
c

c∫

0

‖δ̃(ξ)‖ dξ

)
,

λ2.c(τ) = c1Q
∗
c

(
α(c0) + β(c0)(1 + c1)

c∫

0

‖δ̃(ξ)‖ dξ

)
‖δ̃(τ)‖

and

w3.c = ηc + c1

c∫

0

q(ξ) dξ,

λ3.c(τ) = ηc‖δ̃(τ)‖+ q(τ)

c∫

0

(
λ(ξ) + c1‖δ̃(ξ)‖

)
dξ,

ηc = β(d0)

c∫

0

(
(1 + d1)λ(ξ) + (1 + c1)c1Q

∗
c‖δ̃(ξ)‖

)
dξ+

+ β(d0)(1 + d1)Q
∗
c

c∫

0

(
λ(ξ) + d1‖δ̃(ξ)‖

)
dξ + d1Q

∗
c

c∫

0

q(ξ) dξ.

Thus
∥∥T ∗ϕ(z)(t, x)− T ∗ϕ(t, x)

∥∥
∞
≤ c1‖x− x‖+

+

(
β0(d0)(1 + d1)‖x− x‖+ β0(d0)

∣∣∣
t∫

t

λ(τ) dτ
∣∣∣ +

∣∣∣
t∫

t

γ0(τ, d0) dτ
∣∣∣
)
Wc+

+α0(d0)

(∣∣∣
t∫

t

3∑

i=1

λi.c(τ) dτ
∣∣∣ +

3∑

i=1

wi.c‖x− x‖

)
.

Assume that the constants c ∈ (0, a], d = (d0, d1) ∈ R2
+ and the function

λ ∈ L([0, c], R+) satisfy the conditions

d0 ≥ c0 + α0(d0)Wc, (5.19)

d1 ≥ c1 + β0(d0)(1 + d1)Wc + α0(d0)

3∑

i=1

wi.c, (5.20)

λ(τ) ≥
(
β0(d0)λ(τ) + γ0(τ, d0)

)
Wc + α0(d0)

3∑

i=1

λi.c(τ). (5.21)

Then T ∗ϕ(z) ∈ Kϕ.c[d, λ] and the proof of Lemma 5.5 is complete. �

Lemma 5.6. Suppose that the assumptions of Lemma 5.5 are satis-

fied. If ϕ, ϕ ∈ J C [X ] and z ∈ Kϕ.c[d, λ], z ∈ Kϕ.c[d, λ], then there are



Hyperbolic Differential Functional Equations with Unbounded Delay 85

G∗1.c, G
∗
2, G

∗
3 ∈ R+ such that

∥∥T ∗ϕ(z)− T ∗ϕ(z)
∥∥
c
≤ G∗1.c‖z − z‖c +G∗2‖ϕ− ϕ‖X0 +G∗3‖ϕ− ϕ‖∗0. (5.22)

Proof. Let ϕ, ϕ ∈ J C [X ] and z ∈ Kϕ.c[d, λ], z ∈ Kϕ.c[d, λ]. Put

σ1.c =

(
1 +Q∗c

c∫

0

β1(ξ, µ
∗
1) dξ

) c∫

0

β2(ξ, µ1) dξ,

σ2.c = c1Q
∗
c

c∫

0

β1(ξ, µ
∗
1) dξ

(
β(c0)(1 + c1)

c∫

0

‖δ̃(ξ)‖ dξ + α(c0)

)
,

σ3.c = Q∗c

c∫

0

β1(ξ, µ
∗
1) dξ

(
β(c0)(1 + c1)c1

c∫

0

‖δ̃(ξ)‖ dξ+

+ d1

c∫

0

q(ξ)dξ + β(d0)(1 + d1)

c∫

0

(λ(ξ) + d1‖δ̃(ξ)‖) dξ

)
,

ηc =

c∫

0

q(ξ) dξ + β(d0)

c∫

0

(
2λ(ξ) + d1‖δ̃(ξ)‖

)
dξ,

η =

c∫

0

q(ξ) dξ + β(c0)c1

c∫

0

‖δ̃(ξ)‖ dξ.

It follows from the estimates
∥∥W1[z](t, x)−W1[z](t, x)

∥∥
∞
≤ σ1.c‖z − z‖Xc

,
∥∥W2[z](t, x)−W2[z](t, x)

∥∥
∞
≤ σ2.c‖z − z‖Xc

+ 2α(c0)‖ϕ− ϕ‖∗0,∥∥W3[z](t, x)−W3[z](t, x)
∥∥
∞
≤ σ3.c‖z − z‖Xc

+ ηc‖z − z‖c + η‖ϕ− ϕ‖∗0

that
∥∥T ∗ϕ(z)− T ∗ϕ(z)

∥∥
c
≤ ‖ϕ− ϕ‖∗0 + β0(d0)Wc‖z − z‖c+

+ α0(µ0)
(
‖z − z‖Xc

3∑

i=1

σi.c + ηc‖z − z‖c + (2α(c0) + η)‖ϕ− ϕ‖∗0

)
.

Thus the assertion (5.22) holds for the following constants

G∗1.c = β0(d0)Wc + ηc +K∗
1α0(d0)

3∑

i=1

σi.c (5.23)

and

G∗2 = K0α0(d0)

3∑

i=1

σi.c, G∗3 = 1 + 2α0(d0)α(c0) + η. (5.24)

Now we prove a theorem on solution of the problem (5.16), (5.17). �



86 D. Jaruszewska-Walczak

Theorem 5.2. Suppose that Assumptions HC [X ], HC [%], HC [f ], HC [A]
are satisfied. Assume that c ∈ (0, a], d = (d0, d1) ∈ R2

+, λ ∈ L([0, c], R+)
satisfy the inequalities (5.19)–(5.21) and

G∗1.c < 1, (5.25)

where G∗1.c is given by (5.23). Then for each ϕ ∈ J C [X ] there exists z =
z[ϕ] ∈ Kϕ.c[d, λ] which is a unique solution of (5.16), (5.17). Furthermore,

if ϕ, ϕ ∈ J C [X ], z = z[ϕ], z = z[ϕ], then

‖z − z‖c ≤
1

1−G∗1.c

(
G∗2‖ϕ− ϕ‖X0 +G∗3‖ϕ− ϕ‖∗0

)
(5.26)

with G2, G3 given by (5.24).

Proof. It follows from Lemmas 5.5 and 5.6 that for each ϕ ∈ J C [X ] and
for c, d, λ satisfying (5.19)–(5.21), (5.25) the operator T ∗ϕ : Kϕ.c[d, λ] →
Kϕ.c[d, λ] is a contraction. Thus there exists z = z[ϕ] ∈ Kϕ.c[d, λ] such that
z = T ∗ϕ(z) and this z is a solution of (5.16), (5.17). Lemma 5.6 implies the
inequality (5.26) and the proof of Theorem 5.2 is complete. �

5.5. Initial Problems for Nonlinear Systems

Let H, D0 and St, Ht, 0 ≤ t ≤ a, be the sets defined in Section 5.1 with

h(t) = Mt, where M = (M̃1, . . . , M̃n) ∈ R
n
+. Let Xt, 0 ≤ t ≤ a, be a linear

space of functions from D0 ∪Ht into Rk. Suppose that

F : H×Xa ×Rn → Rk, F = (F1, . . . , Fk), and ϕ : D0 → Rk

are given functions. We deal with the Cauchy problem for the nonlinear
partial differential functional system

∂tzi(t, x) = Fi
(
t, x, z, ∂xzi(t, x)

)
, 1 ≤ i ≤ k, (5.27)

z(t, x) = ϕ(t, x), (t, x) ∈ D0, (5.28)

where z = (z1, . . . , zk) is an unknown function of the variables (t, x), x =
(x1, . . . , xn). We consider classical solutions of the problem (5.27), (5.28).

Let C1(Ht, R
k) denote the class of all functions z : Ht → Rk which are

of class C1 on Ht. For z ∈ C1(Ht, R
k), z = (z1, . . . , zk), 1 ≤ i ≤ k and

(s, x) ∈ Ht we put

∂zi(s, x)=
(
∂tzi(s, x), ∂xzi(s, x)

)
, ‖∂zi(s, x)‖= |∂tzi(s, x)|+‖∂xzi(s, x)‖,

‖z‖It = ‖z‖t + max
{
‖∂zi(s, x)‖ : 1 ≤ i ≤ k, (s, x) ∈ Ht

}
.

Denote by C1.L(Ht, R
k) the set of all functions z ∈ C1(Ht, R

k) such that

Lip[∂z]t =

= sup
{‖∂zi(s, x)−∂zi(s, x)‖

|s−s|+‖x−x‖
: 1≤ i≤k, (s, x), (s, x)∈Ht, (s, x) 6=(s, x)

}

is finite. For z ∈ C1.L(Ht, R
k) we define the norm of z by

‖z‖I.Lt = ‖z‖It + Lip[∂z]t.
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We formulate the following assumptions on the spaces Xt, 0 ≤ t ≤ a.

Assumption HN [X ]. For each t ∈ [0, a] the space (Xt, ‖ · ‖Xt
) is

a Banach space of functions from D0 ∪ Ht into Rk and there are linear
subspaces XI.L

t ⊂ XI
t ⊂ Xt such that (XI

t , ‖ · ‖XI
t
), (XI.L

t , ‖ · ‖XI.L
t

) are

Banach spaces. For each t ∈ (0, a] the spaces Xt, X
I
t and XI.L

t satisfy the
following conditions:

1) if z : D0∪Ht → Rk and z|D0
∈ X0, z|Ht

∈ C(Ht, R
k), then z ∈ Xt

and
‖z‖Xt

≤ K1‖z|Ht
‖t +K0‖z|D0

‖X0 ,

where K1,K0 ∈ R+ are constants independent of z,
2) if z : D0 ∪ Ht → Rk and z|D0

∈ XI
0 , z|Ht

∈ C1(Ht, R
k), then

z ∈ XI
t and

‖z‖XI
t
≤M1‖z|Ht

‖It +M0‖z|D0
‖XI

0
,

where M1,M0 ∈ R+ are constants independent of z,
3) if z : D0 ∪ Ht → Rk and z|D0

∈ XI.L
0 , z|Ht

∈ C1.L(Ht, R
k), then

z ∈ XI.L
t and

‖z‖XI.L
t

≤ N1‖z|Ht
‖I.Lt +N0‖z|D0

‖XI.L
0
,

where N1, N0 ∈ R+ are constants independent of z.

Examples of spaces satisfying Assumption HN [X ] are the following.

Example 5.5. Let (Xt, ‖·‖Xt
), 0 ≤ t ≤ a, be defined as in Example 5.1.

Denote by XI
0 the set of all w ∈ X0, w = (w1, . . . , wk), such that the

derivatives ∂wi = (∂twi, ∂xwi), 1 ≤ i ≤ k, exist and they are bounded and
uniformly continuous on D0. For w ∈ XI

0 we put

‖w‖XI
0

= ‖w‖X0 + sup
{
‖∂wi(t, x)‖ : 1 ≤ i ≤ k, (t, x) ∈ D0

}
.

Let XI
t , 0 < t ≤ a, be the set of all z ∈ Xt such that z|D0

∈ XI
0 and

z|Ht
∈ C1(Ht, R

k) with the norm of z given by

‖z‖XI
t

= ‖z|D0
‖XI

0
+ ‖z|Ht

‖It .

Let XI.L
0 be the space of all w ∈ XI

0 such that

Lip[∂w] =

= sup
{‖∂wi(t, x)−∂wi(t, x)‖

|t−t|+‖x−x‖
: 1≤ i≤k, (t, x), (t, x)∈D0, (t, x) 6=(t, x)

}

is finite. We define the norm of w ∈ XI.L
0 by

‖w‖XI.L
0

= ‖w‖XI
0

+ Lip[∂w].

Denote by XI.L
t , 0 < t ≤ a, the space of all z ∈ XI

t such that z|D0
∈ XI.L

0

and z|Ht
∈ C1.L(Ht, R

k). For z ∈ XI.L
t we write

‖z‖XI.L
t

= ‖z|D0
‖XI.L

0
+ ‖z|Ht

‖I.Lt .
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Then Assumption HN [X ] is satisfied with K1 = K0 = M1 = M0 = N1 =
N0 = 1.

Example 5.6. Let (Xt, ‖·‖Xt
), 0 ≤ t ≤ a, be defined as in Example 5.2.

Denote by XI
0 the class of all w ∈ X0, w = (w1, . . . , wk), such that the

derivatives ∂wi = (∂twi, ∂xwi), 1 ≤ i ≤ k, exist and they are continuous on
D0 and

lim
t→−∞

∂wi(t, x)

γ(t)
= 0, x ∈ [−b, b], 1 ≤ i ≤ k.

For w ∈ XI
0 we put

‖w‖XI
0

= ‖w‖X0 + sup
{‖∂wi(t, x)‖

γ(t)
: 1 ≤ i ≤ k, (t, x) ∈ D0

}
.

Let XI
t , 0 < t ≤ a, be the set of all z ∈ Xt such that z|D0

∈ XI
0 and

z|Ht
∈ C1(Ht, R

k) with the norm of z given by

‖z‖XI
t

= ‖z|D0
‖XI

0
+ ‖z|Ht

‖It .

Let XI.L
0 be the space of all w ∈ XI

0 such that Lip[∂w] < +∞. We define
the norm of w ∈ XI.L

0 by

‖w‖XI.L
0

= ‖w‖XI
0

+ Lip[∂w].

Denote by XI.L
t , 0 < t ≤ a, the space of all z ∈ XI

t such that z|D0
∈ XI.L

0

and z|Ht
∈ C1.L(Ht, R

k). For z ∈ XI.L
t we write

‖z‖XI.L
t

= ‖z|D0
‖XI.L

0
+ ‖z|Ht

‖I.Lt .

Then Assumption HN [X ] is satisfied with K1 = M1 = 1
γ(0) , K0 = M0 =

N1 = N0 = 1.

5.6. Existence and Uniqueness of Classical Solutions

The method used in the existence result for (5.27), (5.28) is based on
the theorem on solution of the following differential problem without the
functional dependence. Suppose that g : H× Rn → R, ω : [−b, b] → R are
given functions and consider the nonlinear partial differential equation

∂tu(t, x) = g
(
t, x, ∂xu(t, x)

)
(5.29)

with the initial condition

u(0, x) = ω(x), x ∈ [−b, b]. (5.30)

To state a theorem on solution of the above problem, we formulate the
following assumptions on g and ω.

Assumption H[g, ω]. The functions g : H×Rn → R and ω : [−b, b] →
R satisfy the conditions:

1) the function g of the variables (t, x, q), q = (q1, . . . , qn), is contin-
uous and bounded on H× Rn, the derivatives ∂xg, ∂qg exist and
they are continuous on H×Rn,
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2) there are C0, L0 ∈ R+ such that

‖∂xg(t, x, q)‖ ≤ C0,∥∥∂xg(t, x, q)− ∂xg(t, x, q)
∥∥ ≤ L0

(
‖x− x‖+ ‖q − q‖

)
,

∥∥∂qg(t, x, q)− ∂qg(t, x, q)
∥∥ ≤ L0

(
‖x− x‖+ ‖q − q‖

)
,

where (t, x, q), (t, x, q) ∈ H×Rn, and

|∂qj
g(t, x, q)| ≤ M̃j , 1 ≤ j ≤ n, (t, x, q) ∈ H ×Rn,

3) the function ω : [−b, b] → R is of class C1 and there are A0, B0 ∈
R+ such that

‖∂xω(x)‖ ≤ A0,
∥∥∂xω(x)− ∂xω(x)

∥∥ ≤ B0‖x− x‖ on [−b, b],

4) |g(0, x, q)| ≤ A0 for (x, q) ∈ [−b, b] × Rn, and the derivative ∂tg
exists on H×Rn and

|∂tg(t, x, q)| ≤ C0 on H×Rn.

Now we state the auxiliary theorem.

Theorem 5.3. If Assumption H[g, ω] is satisfied, then there exists a

unique solution u of the problem (5.29), (5.30) defined on Hδ, where

δ = min
{
a,

1

L0(1 +B0)

}
.

Moreover, the solution u satisfies the conditions

‖∂xu(t, x)‖ ≤ A0 + C0t,∥∥∂xu(t, x) − ∂xu(t, x)
∥∥ ≤ Γ(t)‖x− x‖,

∥∥∂xu(t, x) − ∂xu(t, x)
∥∥ ≤

(
C0 + ‖M‖Γ(t)

)
|t− t|

(5.31)

and

|∂tu(t, x)| ≤ A0 + C0t,∣∣∂tu(t, x)− ∂tu(t, x)
∣∣ ≤

(
C0 + ‖M‖Γ(t)

)
‖x− x‖,

∣∣∂tu(t, x)− ∂tu(t, x)
∣∣ ≤

(
C0 + ‖M‖

(
C0 + ‖M‖Γ(t)

))
|t− t|,

(5.32)

where (t, x), (t, x), (t, x) ∈ Hδ and

Γ(t) =
L0(1 +B0)t+B0

1− L0(1 +B0)t
, t ∈ [0, δ].

The existence of a solution of (5.29), (5.30) on Hδ and the estimates
(5.31) are proved in [35]. The conditions 1)–3) of Assumption H[g, ω] are
sufficient. If we additionally assume the condition 4) of H[g, ω], then we
prove the estimates (5.32) by applying the theorem on weak partial differ-
ential inequalities (for details see [22]).

We adopt the following assumptions on F .
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Assumption HN [F ]. The function F : H × Xa × Rn → Rk, F =
(F1, . . . , Fk), of the variables (t, x, w, q), x = (x1, . . . , xn), w = (w1, . . . , wk),
q = (q1, . . . , qn), is continuous and it satisfies the conditions:

1) there are α : R+ → R+ and d > 0 such that

‖F (t, x, w, q)‖∞ ≤ α(µ), t ∈ [0, a], (x,w, q) ∈ St ×Xt[µ]×Rn,

and
∥∥F (t, x, w, q)− F (t, x, w, q)

∥∥
∞
≤ d‖w − w‖Xt

for t ∈ [0, a], (x,w, q), (x,w, q) ∈ St ×Xt ×Rn,
2) for each P = (t, x, w, q), where t ∈ [0, a], (x,w, q) ∈ St×X

I
t ×R

n,
there exist the derivatives

∂tF (P ),
[
∂xj

Fi(P )
]
i=1,...,k, j=1,...,n

= ∂xF (P ),
[
∂qj

Fi(P )
]
i=1,...,k, j=1,...,n

= ∂qF (P )

and they are continuous on H×XI
a ×Rn,

3) there exist positive constants d0, d1 such that
∥∥∂tF (t, x, w, q)

∥∥
∞
≤ d0 + µd1,

∥∥∂xF (t, x, w, q)
∥∥
∞
≤ d0 + µd1

for t ∈ [0, a], (x,w, q) ∈ St ×XI
t [µ]×Rn and

∥∥∂qj
F (t, x, w, q)

∥∥
∞
≤M̃j , 1≤j≤n, t∈ [0, a], (x,w, q)∈St×X

I
t ×R

n,

4) there is β : R+ → (0,+∞) such that
∥∥∂xF (t, x, w, q) − ∂xF (t, x, w, q)

∥∥
∞
≤ β(µ)

(
‖x− x‖+ ‖q − q‖

)
,

∥∥∂qF (t, x, w, q) − ∂qF (t, x, w, q)
∥∥
∞
≤ β(µ)

(
‖x− x‖+ ‖q − q‖

)
,

where t ∈ [0, a], (x,w, q), (x,w, q) ∈ St ×XI.L
t [µ]×Rn.

Let JN [X ] denote the set of all initial functions ϕ : D0 → Rk, ϕ =
(ϕ1, . . . , ϕk), such that ϕ ∈ XI.L

0 and

1) for x ∈ [−b, b] there exist the derivatives

∂tϕ(0, x),
[
∂xj

ϕi(0, x)
]
i=1,...,k, j=1,...,n

= ∂xϕ(0, x)

and they are continuous on [−b, b],
2) there are b1, b2, c0, c1, c2 ∈ R+ with the properties

‖ϕ‖XI
0
≤ b1, ‖ϕ‖XI.L

0
≤ b2,

‖ϕ(0, x)‖∞ ≤ c0, ‖∂xϕ(0, x)‖∞ ≤ c1,∥∥∂xϕ(0, x)− ∂xϕ(0, x)
∥∥
∞
≤ c2‖x− x‖ on [−b, b],

3) the consistency condition

∂tϕi(0, x) = fi
(
0, x, ϕ, ∂xϕi(0, x)

)
, 1 ≤ i ≤ k,

is satisfied for x ∈ [−b, b].
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Put

‖ϕ‖∗0 = max
{
‖ϕ(0, x)‖∞ : x ∈ [−b, b]

}
,

where ϕ ∈ J N [X ].
The main theorem for the problem (5.27), (5.28) is the following.

Theorem 5.4. If Assumptions HN [X ] and HN [F ] are satisfied, then

there exists c ∈ (0, a] such that for each ϕ ∈ J N [X ] the problem (5.27), (5.28)
has exactly one classical solution z defined on Hc. Moreover, if ϕ, ϕ ∈
JN [X ] and w, v : Hc → Rk are the solutions of (5.27), (5.28) with the

initial functions ϕ and ϕ respectively, then

‖w − v‖c ≤ G1‖ϕ− ϕ‖∗0 +G2‖ϕ− ϕ‖X0 (5.33)

for some G1, G2 ∈ R+.

Proof. Assume that λ > K1 d. Let us denote by Cλ(Hc, R
k), 0 < c ≤ a, the

Banach space of all continuous functions z : Hc → Rk with the norm of z
given by

‖z‖[λ] = max
{
e−λt ‖z(t, x)‖∞ : (t, x) ∈ Hc

}
.

Fix ϕ ∈ J N [X ]. Let Wϕ.c be the set of all functions z : D0 ∪Hc → Rk such
that z is of class C1 on Hc and z(t, x) = ϕ(t, x) for (t, x) ∈ D0. Denote by
W ∗
ϕ.c the set of all z|Hc

with z ∈Wϕ.c. Write

p1 = d1M1c0 + d1M0b1, A = 2c1 +
d0 + p1

(2 + a)d1M1
,

µ1 = M1(Aa+ c0 + 2A) +M0b1,

B = d0 + d1µ1 + ‖M‖(1 + 2c2), C = d0 + d1µ1 + ‖M‖B,

µ2 = N1

(
Aa+ c0 + 2A+ 2B + C + 2c2 + 1

)
+N0b2

and

c = min
{
a,

1

2β(µ2)(1 + c2)
,

1

2(2 + a)d1M1

}
.

Let Wϕ.c with the above given c be the set of all functions z ∈ W ∗
ϕ.c such

that

‖∂xz(t, x)‖∞ ≤ A, ‖∂tz(t, x)‖∞ ≤ A, (5.34)
∥∥∂xz(t, x)− ∂xz(t, x)

∥∥
∞
≤ B|t− t|+ (2c2 + 1)‖x− x‖, (5.35)

∥∥∂tz(t, x)− ∂tz(t, x)
∥∥
∞
≤ C|t− t|+B‖x− x‖ (5.36)

on Hc. The set Wϕ.c is a closed subset of the Banach space Cλ(Hc, R
k).

Fix u ∈ Wϕ.c, 1 ≤ i ≤ k, and consider the initial problem (5.29), (5.30),
where

g(t, x, q) = Fi(t, x, ũ, q) on Hc ×Rn, ω(x) = ϕ(0, x) on [−b, b], (5.37)

and ũ(t, x) = u(t, x) on Hc, ũ(t, x) = ϕ(t, x) on D0. We will prove that
there exists a unique solution zi[u] : Hc → Rk of the problem (5.29), (5.30)
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with the above given g, ω and the function z[u] = (z1[u], . . . , zk[u]) satisfies
the conditions (5.34)–(5.36).

Since u ∈ Wϕ.c, we have

‖u‖t ≤ Aa+ c0, ‖ũ‖XI
t
≤ µ1, ‖ũ‖XI.L

t
≤ µ2, t ∈ [0, c].

It follows from Assumption HN [F ] that

|∂tg(t, x, q)| ≤ d0 + d1µ1, ‖∂xg(t, x, q)‖ ≤ d0 + d1µ1

and the terms ‖∂xg(t, x, q) − ∂xg(t, x, q)‖, ‖∂qg(t, x, q) − ∂qg(t, x, q)‖ are
bounded from above by β(µ2)(‖x− x‖+ ‖q − q‖). Let

Γ̃(t) =
β(µ2)(1 + c2)t+ c2

1− β(µ2)(1 + c2)t
, t ∈ [0, c].

Theorem 5.3 implies that there is on Hc the solution zi[u] of the problem
(5.29), (5.30) with g, ω given by (5.37) and

∥∥∂xzi[u](t, x)−∂xzi[u](t, x)
∥∥≤

(
d0+d1µ1+‖M‖Γ̃(t)

)
|t−t|+Γ̃(t)‖x−x‖,

∣∣∂tzi[u](t, x)− ∂tzi[u](t, x)
∣∣ ≤

≤
(
d0 + d1µ1 + ‖M‖

(
d0 + d1µ1 + ‖M‖Γ̃(t)

))
|t− t|+

+
(
d0 + d1µ1 + ‖M‖Γ̃(t)

)
‖x− x‖

and
∥∥∂xzi[u](t, x)

∥∥ ≤ c1 + (d0 + d1µ1)t,
∣∣∂tzi[u](t, x)

∣∣ ≤ c1 + (d0 + d1µ1)t

on Hc. The above estimates and the condition Γ̃(c) ≤ 2c2 + 1 imply that
∥∥∂xzi[u](t, x)− ∂xzi[u](t, x)

∥∥ ≤ B|t− t|+ (2c2 + 1)‖x− x‖,
∣∣∂tzi[u](t, x)− ∂tzi[u](t, x)

∣∣ ≤ C|t− t|+B‖x− x‖.

Since 2(2 + a)d1M1c ≤ 1 and

c1+(d0+d1µ1)t≤c1+(d0+p1)c+(2+a)d1M1cA≤2c1+2(d0+p1)c≤A,

we get ∥∥∂xzi[u](t, x)
∥∥ ≤ A,

∣∣∂tzi[u](t, x)
∣∣ ≤ A on Hc.

Thus z[u] = (z1[u], . . . , zk[u]) is an element of Wϕ.c and the operator u 7→
z[u] maps the set Wϕ.c into itself. We prove that it is contractive. Let
u, v ∈ Wϕ.c. It follows from Assumptions HN [F ] and HN [X ] that

∣∣∣∂t
(
zi[u](t, x)− zi[v](t, x)

)∣∣∣ ≤

≤ dK1‖u− v‖t +

n∑

j=1

M̃j

∣∣∣∂xj

(
zi[u](t, x)− zi[v](t, x)

)∣∣∣ ≤

≤ dK1e
λt‖u− v‖[λ] +

n∑

j=1

M̃j

∣∣∣∂xj

(
zi[u](t, x)− zi[v](t, x)

)∣∣∣, 1 ≤ i ≤ k,
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on Hc. We have also z[u](0, x)− z[v](0, x) = 0, x ∈ [−b, b]. By theorems on
partial differential inequalities we get

∥∥z[u](t, x)− z[v](t, x)
∥∥
∞
≤
dK1

λ
eλt‖u− v‖[λ] on Hc.

Thus

‖z[u]− z[v]‖[λ] ≤
dK1

λ
‖u− v‖[λ].

Since dK1 < λ, the Banach fixed point theorem implies that there exists
u∗ ∈ Wϕ.c such that u∗ = z[u∗]. Let z(t, x) = u∗(t, x) on Hc and z(t, x) =
ϕ(t, x) on D0. The function z is a solution of the problem (5.27), (5.28).

Let ϕ, ϕ ∈ J N [X ] and w, v : Hc → Rk, w = (w1, . . . , wk), v =
(v1, . . . , vk), satisfy (5.27), (5.28) with ϕ and ϕ respectively. Assumptions
HN [F ] and HN [X ] imply the following differential inequalities

∣∣∣∂t
(
wi(t, x)− vi(t, x)

)∣∣∣ ≤

≤ deλt
(
K1‖w− v‖[λ] +K0‖ϕ−ϕ‖X0

)
+

n∑

j=1

M̃j

∣∣∣∂xj

(
wi(t, x)− vi(t, x)

)∣∣∣,

where 1 ≤ i ≤ k, (t, x) ∈ Hc. Thus

‖w − v‖[λ] ≤
d

λ

(
K1‖w − v‖[λ] +K0‖ϕ− ϕ‖X0

)
+ ‖ϕ− ϕ‖∗0.

Since ‖w − v‖c ≤ eλ c‖w − v‖[λ], we obtain the assertion (5.33) for

G1 = eλc
(
1−

dK1

λ

)−1

, G2 =
dK0

λ
G1.

The proof of Theorem 5.4 is complete. �

Remark 5.2. As a special case of (5.27), (5.28), we obtain the following
general problem

∂tz(t, x) = F̃
(
t, x, (V z)(t, x), ∂xz(t, x)

)
, (5.38)

z(t, x) = ϕ̃(t, x), (t, x) ∈ D0, (5.39)

where F̃ : H × R × Rn → R, V : Xa → R, ϕ̃ : D0 → R. A result for
Cinquini–Cibrario solutions of (5.38), (5.39) is obtained in [33].
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