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Abstract. Unimprovable effective sufficient conditions are established
for unique solvability of the periodic problem

u′′i (t) = `i(ui+1)(t) + qi(t) (i = 1, . . . , n− 1),

u′′n(t) = `n(u1)(t) + qn(t),

uj(t + ω) = uj(t) (j = 1, . . . , n) for t ∈ R,

where ω > 0, `i : Cω → Lω are linear bounded operators, and qi ∈ Lω.
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1. Statement of Problem and Formulation of Main Results

Consider on R the system

u′′i (t) = `i(ui+1)(t) + qi(t) (i = 1, . . . , n− 1),

u′′n(t) = `n(u1)(t) + qn(t),
(1.1)

with periodic conditions

uj(t + ω) = uj(t) (j = 1, . . . , n) for t ∈ R, (1.2)

where ω > 0, `i : Cω → Lω are linear bounded operators and qi ∈ Lω.

By a solution of the problem (1.1), (1.2) we understand a vector valued

function u = {ui}
n
i=1 with ui ∈ C̃ ′([0, ω]) (i = 1, . . . , n) which satisfies the

system (1.1) almost everywhere on R and the conditions (1.2).
Much investigation has been carried out on the existence and unique-

ness of the solution to the periodic boundary value problem for systems
of ordinary differential equations and many interesting results have been
obtained (see, for instance, [1]– [7] and references therein). However, an
analogous problem for functional differential equations, even in the case of
linear equations remains little investigated.

In the present paper, we study the problem (1.1), (1.2) under the as-
sumption that `i (i = 1, . . . , n) are monotone linear operators. We establish
new unimprovable integral sufficient conditions for unique solvability of the
problem (1.1), (1.2) which generalize the well-known results of A. Lasota
and Z. Opial obtained in [8]. These results are new also if (1.1) is the
following system of ordinary differential equations

u′′i (t) = pi(t)ui+1(t) + qi(t) (i = 1, . . . , n− 1),

u′′n(t) = pn(t)u1(t) + qn(t),
(1.3)

where qi, pi ∈ Lω.
The method used for the investigation of the problem considered is based

on the method developed in our previous papers (see [9], [11]) for functional
differential equations.

The following notation is used throughout:
N(R) is the set of all natural (real) numbers;
R+ = [0, +∞[ ;
Cω is the Banach space of ω-periodic continuous functions u : R → R

with the norm ‖u‖Cω
= max{|u(t)| : 0 ≤ t ≤ ω};

C̃ω is the set of ω-periodic absolutely continuous functions u : R → R;

C̃ ′
ω is the set of ω-periodic functions u : R → R which are absolutely

continuous together with their first derivatives;
Lω is the Banach space of ω-periodic and Lebesgue integrable on [0, ω]

functions p : R → R with the norm ‖p‖Lω
=

ω∫
0

|p(s)| ds;

if ` : Cω → Lω is a linear operator, then ‖`‖ = sup
0≤‖x‖Cω

≤1

‖`(x)‖L.
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Definition 1.1. We will say that a linear operator ` : Cω → Lω is
nonnegative (nonpositive), if for any nonnegative x ∈ Cω the inequality
`(x)(t) ≥ 0 (`(x)(t) ≤ 0) for t ∈ R is satisfied.

We will say that an operator ` is monotone if it is nonnegative or non-
positive.

Theorem 1.1. Let `i : Cω → Lω (i = 1, . . . , n) be linear monotone

operators,

‖`i‖ 6= 0 for i = 1, . . . , n, (1.4)

and
n∏

i=1

‖`i‖ ≤
(16

ω

)n

. (1.5)

Then the problem (1.1), (1.2) has a unique solution.

The condition (1.5) in Theorem 1.1 is optimal. For the sake of simplicity,
we show this for the case where n = 2.

Example 1.1. For the case where n = 2, the example below shows that
the condition (1.5) in Theorem 1.1 is optimal and it cannot be replaced by
the condition

‖`1‖ · ‖`2‖ ≤
(16

ω

)2

+ ε (1.51)

no matter how small ε ∈ ]0, 1] is. Let the numbers α, β, functions τ1, τ2,
u0, and operators l1, l2, be given by the equalities

β =
(1

4
−

4

(162 + ε)1/2

) π

π − 2
, α =

π

π − 4β(π − 2)
=

(162 + ε)1/2

16
,

u0(t) =





αt for t ∈
[
0,

1

4
− β

[
,

(1

4
−β

)
α+

8αβ

π
sin

( π

2β

(
β+t−

1

4

))
for t ∈

[1

4
−β,

1

4
+β

]
,

(1

2
−t

)
α for t∈

]1

4
+β,

3

4
−β

[
,

(
β−

1

4

)
α−

8αβ

π
sin

( π

2β

(
β+t−

3

4

))
for t∈

[3

4
−β,

3

4
+β

]
,

α(t − 1) for t ∈
]3

4
+ β, 1

]
,

u0(t) = u0(t + 1) for t ∈ R,

τi(t) =





1

4
for (−1)1+iu′′0(t) ≥ 0

3

4
for (−1)1+iu′′0(t) < 0

(i = 1, 2) (1.6)

for t ∈ R, and

l1(y)(t) = |u′′0(t)|y(τ1(t)), l2(y)(t) = −|u′′0(t)|y(τ2(t)), (1.7)

for any y ∈ Cω, t ∈ R. It is evident that

u0

(1

4

)
= 1, u0

(3

4

)
= −1, (1.8)
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l1, l2 : Cω → Lω are linear non negative operators and

ω∫

0

∣∣li(1)(s)
∣∣ ds = 16α

1/4∫

1/4−β

∣∣∣∣ sin′
( π

2β

(
β + s−

1

4

))∣∣∣∣ ds = 16α

for i = 1, 2. Thus all the requirements of Theorem 1.1, except of (1.5), are
satisfied and instead of (1.5) the equality

‖`1‖ · ‖`2‖ = 162α2 = 162 + ε

is fulfilled. On the other hand, from (1.6)-(1.8) we get

u′′0(t) = |u′′0(t)|sgnu′′0(t) = |u′′0(t)|u0(τ1(t)) = l1(u0)(t),

u′′0(t) = |u′′0(t)|sgnu′′0(t) = −|u′′0(t)|u0(τ2(t)) = l2(u0)(t).

Thus the vector valued function (u1, u2) : R → R2 with ui ≡ u0, i = 1, 2, is
a ω = 1 periodic nontrivial solution of the system (1.1).

Consider on [0, ω] the system of differential equations with deviating
arguments

u′′i (t) = pi(t)ui+1(τi+1(t)) + qi(t) (i = 1, . . . , n− 1),

u′′n(t) = pn(t)u1(τ1(t)) + qn(t),
(1.9)

where qi, pi ∈ Lω, τi : R → R are measurable functions such that

τi(t + ω) = µi(t)ω + τi(t) (i = 1, . . . , n) for t ∈ R,

and the functions µi take only integral values.

Corollary 1.1. Let

0 ≤ σipi(t) 6≡ 0 (i = 1, . . . , n), (1.10)

where σi ∈ {−1, 1} and

n∏

i=1

‖pi‖L ≤
(16

ω

)n

. (1.11)

Then the problem (1.3), (1.2) ((1.9), (1.2)) has a unique solution.

2. Proofs

To prove Theorem 1.1, we need the following two lemmas.

Lemma 2.1. Let σ ∈ {−1, 1} and σ` : Cω → Lω be a nonnegative linear

operator. Then for an arbitrary v ∈ Cω the inequalities

−m|`(1)(t)| ≤ σ`(v)(t) ≤ M |`(1)(t)| for t ∈ R

hold, where m = max{−v(t) : 0 ≤ t ≤ ω}, M = max{v(t) : 0 ≤ t ≤ ω}.

Proof. It is clear that v(t) − M ≤ 0, v(t) + m ≥ 0 on R. Then from the
nonnegativity of σ` we get σ`(v−M)(t) ≤ 0, σ`(v+m)(t) ≥ 0 on R, whence
follows the validity of the lemma. �
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Let ω > 0. Define the functional ∆ : Cω → R+ by the equality

∆(x) = max
{
x(t) : 0 ≤ t ≤ ω

}
+ max

{
− x(t) : 0 ≤ t ≤ ω

}
. (2.1)

Then the following lemma is valid:

Lemma 2.2. Let z ∈ C̃ ′
ω, and

z(t) 6= Const, z(t + ω) = z(t) (j = 0, . . . , k) for t ∈ R. (2.2)

Then the estimate

∆(z) <
ω

4
∆(z′) (2.3)

is satisfied.

Proof. Define t1 ∈ [0, ω[ , t2 ∈ ]t1, t1 + ω[ and the numbers M1, m1 by the
equalities

z(t1)=max
{
z(t) : 0≤ t≤ω

}
, z(t2)=−max

{
− z(t) : t1≤ t≤ t1+ω

}
,

M1 =max
{
z′(t) : t1≤ t≤ t1+ω

}
, m1 =max

{
− z′(t) : t1≤ t≤ t1+ω

}
.

It follows from the definition of t1, t2, and the conditions (2.2) that

M1 > 0, m1 > 0, (2.4)

and

z′(t1) = 0, z′(t1 + ω) = 0, z′(t2) = 0.

Hence

∆(z) = −

t2∫

t1

z′(s) ds, ∆(z) =

t1+ω∫

t2

z′(s) ds. (2.5)

In view of the conditions (2.2) we have

z′(t) 6= Const for t ∈ [t1, t2] (2.6)

and/or z′(t) 6= Const for t ∈ [t2, t1 + ω]. Without loss of generality we can
assume that the condition (2.6) is satisfied.

Then from (2.4) and (2.5) we get ∆(z) < m1(t2 − t1), ∆(z) ≤ M1(t1 +
ω − t2), and therefore

∆2(z) < m1M1(t1 + ω − t2)(t2 − t1).

From the last estimate by virtue of (2.4) and the inequality

4λ1λ2 ≤ (λ1 + λ2)
2 (2.7)

we obtain (2.3). �

Consider now on R the homogeneous problem

v′′i (t) = `i(vi+1)(t) (i = 1, . . . , n− 1), (2.8i)

v′′n(t) = `n(v1)(t), (2.8n)

vj(t + ω) = vj(t) (j = 1, . . . , n) for t ∈ R. (2.9j)
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Lemma 2.3. Let `i : C([0, ω]) → L([0, ω]) (i = 1, . . . , n) be linear mono-

tone operators,
ω∫

0

`i(1)(s) ds 6= 0 (i = . . . , 1, n), (2.10)

and v(t) = (vi(t))
n
i=1 be a nontrivial solution to the problem ((2.8i))

n
i=1,

((2.9j))
n
j=1. Then the functions vi and v′i (i = 1, . . . , n) change their signs

on [0, ω].

Proof. Introduce the notation v0(t) ≡ vn(t), vn+i(t) ≡ vi(t), `0 ≡ `n, `n+i ≡
`i if i = 1, . . . , n, and let k0 = min{k ∈ {1, . . . , n} : vk 6≡ 0}. Then from
(2.8k0−1), (2.9k0−1) ((2.8n), (2.9n) if k0 = 1), it follows that

ω∫

0

`k0−1(vk0
)(s) ds = 0.

Thus in view of the conditions (2.10), vk0
(t) 6≡ 0 and the monotonity of the

operator `k0−1, it follows that there exists t0 ∈ ]0, ω] such that vk0
(t0) = 0.

Then in view of the condition (2.9k0
) there exist sets of positive measure

I1j , I2j ⊂ [0, ω] such that

v′j(t) > 0 for t ∈ I1j , v′j(t) < 0 for t ∈ I2j , (2.11j)

with j = k0. From (2.8k0
) and (2.11k0

) in view of the monotonity of the
operator `k0

it follows that the function vk0+1 changes its sign. Thus, there
exist sets of positive measure I1 k0+1 and I2 k0+1 (I1 1 and I2 1 if k0 = n) from
[0, ω] such that the inequalities (2.11k0+1) ((2.111) if k0 = n) are satisfied.
Therefore, from (2.8k0+1) and (2.11k0+1) ((2.81) and (2.111) if k0 = n) in
view of the monotonity of the operator `k0+1 it follows that the function
vk0+2 changes its sign. Reasoning analogously, we can see that the functions
vj and then the functions v′j too, change their signs for all j ∈ {1, . . . , n}. �

Proof of Theorem 1.1. It is well known from the general theory of boundary
value problems for functional differential equations that if `i (i = 1, . . . , n)
are monotone operators, then the problem (1.1), (1.2) has the Fredholm
property (see [6]). Thus, the problem (1.1), (1.2) is uniquely solvable iff the
homogeneous problem ((2.8i))

n
i=1, ((2.9j))

n
j=1 has only the trivial solution.

Assume that, on the contrary, the problem ((2.8i))
n
i=1, ((2.9j))

n
j=1 has a

nontrivial solution v(t) = (vi(t))
n
i=1, and let the numbers Mi, mi, M ′

i , m′
i,

and t1i, t2i ∈ [0, ω[ be given by the equalities

Mj = max
{
vi(t) : 0 ≤ t ≤ ω

}
, mi = max

{
− vi(t) : 0 ≤ t ≤ ω

}
,

M ′
j = max

{
v′i(t) : 0 ≤ t ≤ ω

}
, m′

i = max
{
− v′i(t) : 0 ≤ t ≤ ω

}
,

and
v′i(t1i) = M ′

i , v′i(t2i) = −m′
i.

Then from Lemma 2.3 it follows that t1i 6= t2i,

M ′
i > 0, m′

i > 0 for i = 1, . . . , n. (2.12)



74 Sulkhan Mukhigulashvili and Bedřich P̊uža

Thus if α1 = min{t1i, t2i}, α2 = max{t1i, t2i} and T1i = [α1, α2], T2i =
[0, α1] ∪ [α2, ω], in view of the definition (2.1) and the condition (2.9i) we
get

0 < ∆(v′i) = (−1)k−1

∫

Tki

`i(vi+1)(s) dssgn(t1i − t2i) (k = 1, 2). (2.13k)

If sgn(t1i − t2i)`i is a nonpositive operator, then from (2.13k) (k = 1, 2) in
view of (2.12) by Lemma 2.1 we get the following estimates:

0 < ∆(v′i) ≤ mi+1

∫

T1i

|`i(1)(s)| ds, 0 < ∆(v′i) ≤ Mi+1

∫

T2i

|`i(1)(s)| ds,

respectively. By multiplying these estimates and applying the inequality
(2.7), we obtain

0 < ∆(v′i) ≤
∆(vi+1)

4

ω∫

0

|`i(1)(s)| ds, (2.14i)

where vn+1 ≡ v1 if i = n. Reasoning analogously, we can see that the esti-
mate (2.14i) is valid also in the case where the operator sgn(t1i − t2i)`i is
nonnegative. By multiplying all the inequalities (2.14i) (i = 1, . . . , n) and
using the inequalities (2.3) with z ≡ vj (j = 1, . . . , n), we get the contradic-
tion to the condition (1.5). Thus our assumption fails, and v(t) ≡ 0. �

Proof of Corollary 1.1. Let `i(x)(t) = pi(t)x(τi+1(t)) (`i(x)(t) = pi(t)x(t))
(i = 1, . . . , n). According to (1.10) and (1.11) it is clear that `i are monotone
operators, and the conditions (1.4) and (1.5) of Theorem 1.1 are fulfilled. �
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6. I. Kiguradze and B. Půža, On boundary value problems for systems of linear func-
tional differential equations. Czechoslovak Math. J. 47(122)(1997), No. 2, 341–373.

7. I. Kiguradze and S. Mukhigulashvili, On periodic solutions of two-dimensional
nonautonomous differential systems. Nonlinear Anal. 60(2005), No. 2, 241–256.

8. A. Lasota and Z. Opial, Sur les solutions périodiques des équations différentielles
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