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I. RAMISHVILI

THE LINEARIZED MAXIMUM PRINCIPLE FOR QUASI-LINEAR
NEUTRAL OPTIMAL PROBLEMS WITH DISCONTINUOUS INITIAL
CONDITION AND VARIABLE DELAYS IN CONTROLS

(Reported on November 17, 2003)

Let J = [a,b] C R be a finite interval, O C R™, G C R" be open sets; Let the
function f : J x O% x G¥ — R™ satisfy the following conditions: for almost all ¢ € J

function f(t,z1,...,2s,u1,...,uy) is continuously differentiable with respect to z; €
O,i=1,....8,um € G, m = 1,...,v; for any fixed (z1,...,Zs,u1,...,uy) € O% X
GV the functions f(t,x1,...,Ts,u1,...,U), fo,(-) 4 = 1,...,8, fu, (), m=1,...,v

are measurable on J; for arbitrary compacts K C O, N C G there exists a function
mg N(-) € L(J,Ry), Ry =[0,00), such that for any (z1,...,Zs,u1,...,um) € KX N™
and for almost all ¢ € J, the following inequality is fulfilled

|f(tvxlvn'vzsvulv"'vul’) ‘ +Z ‘le() ‘ + Z |fum(') ‘S mK,N(t)'
i=1 m=1

Let the scalar functions 7;(t), ¢ = 1,...,s, Om(t), m = 1,...,v, t € R and n;(t),
j=1,...,k, t € R, be absolutely continuous and continuously differentiable , respectively,
and satisfy the conditions: 7;(t) < t, 7(t) > 0, 4 = 1,...,8; Om(t) < t, Om(t) > 0,
m = 1,...,v ni(t) <t ni{t) >0, j =1,...,k. Let & be the set of continuously
differentiable functions ¢ : J1 = [1,b] — M, 7 = min{ni(a),...,nx(a), 71(a),...,7s(a)},
where M C O is a convex set, || ¢ ||= sup{| ¢(t) | + | ¢(t) |: t € J}; Q be the set of
measurable functions u : Jo = [0,b] — U, such that cl{u(t) : t € J} is a compact lying in
G, 6 = min{601(a),...,0,(a)}, where U C G is a convex set, || u ||= sup{| u(t) |: t € J2};
Ai(t), t € J, i =1,...,k, be continuous n X n matrix functions. The scalar functions
q‘(to, t1,%0,21), i = 1,...,l, are continuously differentiable on the set J2 x O2.

To every element A = (to,t1,z0,¢,u) € E = J? x O x ® x Q let us correspond the
differential equation

k
&) =D A& (1) + Fta(ri(t), -2 (7s (), u(@1 (1), -, u@m (1) (1)
j=1

with discontinuous initial condition
z(t) = ¢(t), t € [, t0),z(t0) = zo. 2)

Definition 1. Let A = (to,t1,z0,¢,u) € E, to < b. The function z(t) = z(t; \) € O,
t € [1,t1], t1 € (to,b] is said to be a solution corresponding to the element A, defined on
the interval [7,t1], if on the interval [7,%o] the function z(t) satisfies the condition (2),
while on the interval [to,¢1] it is absolutely continuous and almost everywhere satisfies
the equation (1).
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Definition 2. The element A € E is said to be admissible if the corresponding solution
z(t) = z(t; \) satisfies the conditions

qi(to,tl,z‘o,x(tl))zo, i=1,...,L 3)
The set of admissible elements will be denoted by Ejg.

Definition 3. The element \ = (to, 11, %0, 3, w) € Ep is said to be locally optimal, if
there exists a number § > 0 such that for an arbitrary element A\ € Eg satisfying

[to—to|+ti—ti|+|Fo—ao |+ e—@l+a-ul<s
the inequality
q°(to, t1, %o, #(t1)) < ¢°(to, t1, o, 2(t1)) (4)
holds, where Z(t) = z(t; A).

The problem (1)-(4) is said to be optimal problem with discontinuous initial condition
and it consists in finding a locally optimal element.
In order to formulate the main results, we will introduce the following notation

Uz’:(t~07?fv07--~753\(}95(50)7"'v@(%)v@(Tp-Fl([O))v"'755(7'5(1%)))7 i=0,...,p;
@ (p—1)
i = (i, (11 (73))s - (Tim1 (1)), To, P(Ti1 (7)) - -+ (75 (7)),
o) = (3, BT (0))s -+ B(Tim1 (1)), §(0), B(Tit1 (10), - -+ B(7s (70))),
i=p+1,...,850s41 = (t1,2(11(t1)), .-, T(7s(t1))), vi = vilto),
pj =pi(to), %) =77"(), p;(t) =n; ' (1); w=(tz1,...,2s),
Fw) = flw, w(O1(1), ..., U0, (1)),
Foilt] = Fo, (0 B(r1(0)), - B(7s(8)), -, W01 (1), - ., W0 (1)));
Q=("....d"Y, Qiy = Qi (t0,t1,%0,%(t1)).
Theorem 1. Let the element A = (to,t1, %0, 3, W) € Eo, to > a be locally optimal
and the following conditions be fulfilled:

Doyi=to,i=1..,p % < <7y <t,p<tij=1,...k
2) there exists a number § > 0 such that

() < <), tE (fo — 6 to);
3) there ewist the finite limits: 4; = Aito—=), i=1,...,s, é(nj (t1i=), j=1,...,k;
lim f(w)=f;, we (fo—8,10] x 0%, i=0,...,p,
w—0o;

im [f(m)—f(wﬂ]:fi_, wi,w2 € (v =6, xO°, i=p+1,...,s,

(w1,w2)— (04,07

lim  f(w)=f,, w€ ({1 —06t]xO0°

W—0s41

Then there exist a non-zero vector m = (mo,...,m), 7o < 0, and a solution x(t) =
(@), - xn (@), ¥(#) = (Y1(t), ..., ¥n(t)) of the system
£ = = S v O) e, O (0, o
P(t) = x(8) + X1 ¥(pj (DA (pj (1))6; (1), t € [0, Tal, (5)
D) =0, > t1,

such that the following conditions are fulfilled:
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a) the linearized mazimum principles:

/ () Z Fun, [1T(Om (£))dt >/ () Z Fur [u(@m()dt, Vu € Q,

S to
DR IRCHO) At EOE0) dt+Z / B3 (0) Az o3 (D)5 (B ()dt >

i=p+1 7i(to) 77](10)

>y / Wi (1)) Fos P (8] (D)o ()t -+

i=p+1 7(t0

+Z / Wlos () A;lps (D16 (Dp(DdL, Vi € B

5 (o)
b) the conditions for the moments to,t~1 :

mQty > —th(to—)[(t0) — ZA (t0)$(n; (t0)) +Zm+1 — A+

Jj=1

+Z¢ =77 + x(to)d(to),

p+1

701, > —b(0) [zml 3 () + o |3

=1
¢) the condition for the solution x(t), ¥ (t)
TQuo = —x(t0), 7Qu; = %(t1) = x(f1).
Here
Yo =L A =%, i=1...,p, Fpp1 =0
Theorem 2. Let the element \ = (to, 11, %o, #,u) € Eo, t1 < b be locally optimal and

the condition 1) of Theorem 1 and the following conditions be fulfilled:
4) there exists a number § > 0 such that

M(t) <- <), te o, to+6);
5) there exist the finite limits :q'/?' =4i(to+), i=1,...,s, i(nj(fl+)), i=1,...,k;
Jim f(w) it welto,fo+9) x 0%, i=0,...,p,
lim [f(m) (W2)]: t,owi,w2 €[y, +0) x 0%, i=p+1,...,s
(w1,w2)—(07,0)

lim f(w) :f;:_l,w € [f1,t~1 +5> x O°.

w—0s41

Then there exists a non-zero vector m = (mo, ..., m), 70 < 0 and a solution x(t), ¥(t) of
the system (5) such that the conditions a) and c) are fulfilled. Moreover,

Qo < —¥(to+)[(t0) — ZA t0)$(n; (o)) +Z(%+1 -+

Jj=1 1=0

+ Z )T+ x()é(to),

i=p+1

Qo < (1) z Aj(00)Em; () + fi
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Here
/&O :17 aj:’ij i:17"'7p7 3’;4,.120

Theorem 3. Let the element \ = (to,t1,%0,3,%) € Eo, to,t1 € (a,b) be locally
optimal and the conditions of Theorems 1, 2 and the following conditions be fulfilled:

the functions i(nj (t1)), 5=1,...,k, are continuous;
’y7;7’tv0 ¢ {nkl(nkJQ((nke(zl))v7)) € (aﬁ’{l) re=12..., m=1,...,¢
km=1,...,k}, i=p+1,...,s

P P

YO =AM =G =D = fo,

i=0 i=0

AT =5 = f = Los, fog = Fh = fen
Then there exists a non-zero vector m = (mo, ..., m), m0 < 0 and a solution x(t), ¥(t)

of the system (5) such that the condition a) and c) are fulfilled. Moreover,

mQty = ZA (t0)#(n;(f0)) + fol + Z P(vi) fi + x(t0)#(to),
i=p+1
k

Qo = —(t1) {z (812 (n; (t1)) + fs+1:|

Finally we note that the optimal control problems for various classes of delay and
neutral differential equations with discontinuous initial condition are considered in [1]-
[4].
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