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Abstract
We classify all integrable triples in simple Lie algebras, up to equivalence. The impor-
tance of this problem stems from the fact that for each such equivalence class one can
construct the corresponding integrable hierarchy of bi-Hamiltonian PDE. The sim-
plest integrable triple ( f , 0, e) in sl2 corresponds to the KdV hierarchy, and the triple
( f , 0, eθ ), where f is the sum of negative simple root vectors and eθ is the highest
root vector of a simple Lie algebra, corresponds to the Drinfeld–Sokolov hierarchy.
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1 Introduction

The present paper is a continuation of our paper [4], where we studied integrability
of W -algebras. Namely, we showed that, for the classical affine W -algebra W(g, f )
attached to a simple Lie algebra g and its non-zero nilpotent element f , the Lie alge-
bra W(g, f )/∂W(g, f ) contains an infinite-dimensional abelian subalgebra, except,
possibly, for the following f (in the notation of [1]): 4A1, 2A2 + 2A1, 2A3, A4 +A3
and A7 in E8; ˜A2 +A1 in F4; ˜A1 in G2. Consequently, for all these W -algebras (with
the seven exceptions above) one constructs an integrable hierarchy of bi-Hamiltonian
PDE, the simplest being the KdV hierarchy, constructed for W(sl2, f ).

The proof of this theorem consists of the following ingredients. First, it is the
Drinfeld–Sokolov [7] (abbreviated DS) method of constructing integrals of motion in
involution in the case when f is a principal nilpotent element of g, which has been
extended to the case when f is a nilpotent element of semisimple type for g in [5].

Second, we showed in [4] that a simple modification of the DS method works also
for f of non-nilpotent type, which covers all nilpotent elements of even depth.

Third, in the same paper we showed that for f of nilpotent type this modification
works as well, except for the seven nilpotent conjugacy classes mentioned above.

Let us now introduce the relevant definitions. By the Jacobson–Morozov theorem,
any non-zero nilpotent f of a simple Lie algebra g can be included in an sl2-triple
s = {e, f , h}. This produces a Z-grading of g by eigenspaces of ad h:

g =
⊕

j∈Z
g j , (1.1)

which, up to conjugation, is independent of the choice of the sl2-triple. The maximal
j > 0 for which g j �= 0 is denoted by d and is called the depth of f .
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An element of the form f + E , where E is a non-zero element of gd , is called a
cyclic element associated to f . The key tool in the DS method is Kostant’s theorem
that for the principal nilpotent f all the associated cyclic elements are semisimple.
The main result of [5] extends the DS method in the framework of Poisson vertex
algebras, to arbitrary f , which admits an associated semisimple cyclic element. Such
f is called a nilpotent element of semisimple type [8].
If all cyclic elements, associated to f , are nilpotent, then f is called a nilpotent

element of nilpotent type. It is proved in [8, Theorem 1.1] that f is of nilpotent type if
and only if its depth is an odd integer. As has been mentioned above, the DS method
works for f of non-nilpotent type.

In the case of f of nilpotent type, i.e., of odd depth d, we introduced in [4] the
notion of a quasi-cyclic element f + E , associated to f . It requires E to be a non-zero
element of gd−1 with the additional requirement that the centralizer of E in g1 is
coisotropic with respect to the symplectic form ω on g1, defined by

ω(a, b) = ( f | [a, b]), a, b ∈ g1. (1.2)

Hereafter, (· | ·) is a fixed non-degenerate symmetric invariant bilinear form on g.
We show in [4] that the DS method works for f of nilpotent type, provided that

there exists a non-nilpotent quasi-cyclic element, associated to f . Moreover, such an
element exists if and only if f is not one of the seven nilpotent elements of odd depth
mentioned above. In the present paper, we study quasi-cyclic elements, associated to
arbitrary non-zero nilpotent elements in simple Lie algebras.

The main tool of the proof of the Integrability Theorem of [4] is the notion of
an integrable triple associated to the nilpotent element f . It is a triple of elements
( f1, f2, E), where f1, f2 ∈ g−2, E ∈ g j with j ≥ 1, such that

(I1) f = f1 + f2 and [ f1, f2] = 0;
(I2) [E, g≥2] = 0 and the centralizer of E in g1 (whichwe denote by l⊥) is coisotropic

with respect to the symplectic form ω, defined by (1.2);
(I3) f1 + E is semisimple and [ f2, E] = 0.

The coisotropy condition (I2) is important for the construction of the corresponding
to f classical affine W -algebra, and condition (I3) is used for the construction of
integrals of motion in involution.

Note that for an integrable triple ( f1, f2, E) the decomposition f + E = ( f1 +
E) + f2 is the Jordan decomposition, and that E commutes with the subalgebra
n := l⊥ + g≥2.

It turns out that for j < d − 1 there are no integrable triples (Proposition 3.5).
Obviously, for an integrable triple ( f1, f2, E), associated to f , the element f + E =
f1 + f2 + E is a cyclic (resp. quasi-cyclic) element, associated to f , if j = d (resp.
j = d − 1). Such a cyclic (resp. quasi-cyclic) element is called integrable. In this
case, the element E ∈ g j is called integrable for f . Conversely, given a cyclic or
quasi-cyclic element f + E , we can obtain an integrable triple associated to f , by
taking the Jordan decomposition of f + E , provided that E is integrable for f . One
of the main problems is when such an integrable triple exists.
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In [4],we have established existence of integrable triples, associated to any nilpotent
element f , except for the seven cases mentioned above. In the present paper, we give
a complete solution to this problem. Namely, we find all integrable cyclic and quasi-
cyclic elements f + E , up to equivalence, for each non-zero nilpotent element f
in a simple Lie algebra g. Two integrable cyclic or quasi-cyclic elements f + E and
f +E ′ are called equivalent if E ′ is proportional to an element from the orbit Z(s)(E),
where Z(s) stands for the centralizer of the sl2-triple s in the adjoint group G of g.
The importance of this problem stems from the fact that, as established in [4], for
each equivalence class of integrable triples one can construct the associated integrable
hierarchy of bi-Hamiltonian PDE.

A partial solution to this problem was given in [9], where all semisimple cyclic ele-
ments have been classified (the corresponding integrable triple has the form ( f , 0, E)).
The key observation there (checked by case-wise verification)was that the linear reduc-
tive group Z(s)|gd is polar. Polar linear groups were introduced in [2] as reductive
linear groups, having properties, similar to the adjoint group (see Sect. 2.1 for the
precise definition). This observation allows one to reduce considerations to the case
E ∈ C , a Cartan subspace of gd , since it was proved in [8], Proposition 2.2(a), that
for semisimple cyclic element f + E , the orbit Z(s)(E) must be closed.

In the present paper, we find that, remarkably, the linear reductive group Z(s)|gd−1
is polar as well! This is Theorem 2.8. Unfortunately we still need a case-wise analysis
in its proof. However, Remark 2.9 explains why Z(s)|g j should be polar for j = d
and d − 1. Note that Z(s)|g j is not polar in general for 1 ≤ j < d − 1.

Our first main result is Theorem 3.6, which states that a cyclic element f + E is
not nilpotent if and only if the Zariski closure of the orbit Z(s)(E) does not contain 0.
Our second main result is Theorem 3.15, which states that a cyclic element f + E is
integrable if and only if the orbit Z(s)(E) is closed. Such E are classified by a Cartan
subspace of Z(s)|gd . A similar result holds for a quasi-cyclic element f + E , where
E ∈ gd−1 and d is odd; in the case of even d we were able to prove only the “only if”
part of this result (see Theorem 3.16).

These results allow us to classify completely all integrable cyclic and quasi-cyclic
elements in all simple Lie algebras. As has been mentioned above, this is equivalent
to the classification of integrable triples. For exceptional g, this is done using the GAP
package SLA by de Graaf [15], and the results are listed in Table 5 and Tables 3, 4,
which represent the cases of d odd and even, respectively. For classical g this is done
by explicit calculations in the standard representation of slN , spN and soN . In partic-
ular, we have the following results on existence of integrable cyclic and quasi-cyclic
elements in simple Lie algebras g, associated to non-zero nilpotent elements f ∈ g.

Theorem 1.1 (a) An integrable cyclic element, associated to f , exists if and only if
its depth d is even.

(b) An integrable quasi-cyclic element, associated to f , exists in precisely the fol-
lowing cases:

(i) f has odd depth and is of the following type in exceptional g:

3A1 in E6 and E8; 3A′
1 in E7; 2A2 +A1 in E6, E7, E8; 4A1 in E7; A1 + Ã1 in

F4,
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(ii) f has even depth and is of the following type in exceptional g:

A1 in all exceptional g; 2A1 in E6; A2 +A1 in E6, E7, E8; A4 +A1 in E6, E7,
E8; A4 + 2A1 in E8; D7(a2) in E8,

(iii) all f of odd depth in classical g, which happens only for g = soN , and the
partition, corresponding to f , has odd largest part p1 of multiplicity 1 and the
next part p2 = p1 − 1,

(iv) the following f of even depth, corresponding to the partition (p(r1)
1 , p(r2)

2 , . . .)

in classical g:

g = slN : r1 ≤ r2; g = soN : p1 is even, r1 = 2, p2 = p1 − 1, r2 ≥ 2.

Many statements in the paper are established by a case-wise verification. It would
be very interesting to find more conceptual proofs. Here are some of these statements.

(1) The linear groups Z(s)|g j for j = d and d − 1 are polar.
(2) There exists at most one, up to equivalence, quasi-cyclic element for each nilpotent

element f of even depth.
(3) There are no integrable triples ( f1, f2, E) with E ∈ g j , where j < d − 1.

Throughout the paper the basefieldF is an algebraically closedfield of characteristic
0. Though the theory of polar linear groups was developed in [2] over C, all results
hold over F by the Lefschetz principle.

2 Polar linear groups and gradings for nilpotent elements

2.1 Review of polar linear groups

Let G be a reductive algebraic group, acting linearly and faithfully on a finite-
dimensional vector space V . We denote the action of G on V by G|V . It is well
known that the subalgebra F[V ]G of G-invariant polynomials is finitely generated,
hence the inclusion F[V ]G → F[V ] induces the map of the corresponding affine
varieties

π : V → V //G, (2.1)

where V //G := SpecF[V ]G . It is well known that themapπ is surjective and that each
of the fibers of π contains a unique closed G-orbit (the orbit of minimal dimension
in the fiber). The fiber over π(0), called the zero fiber, consists of elements v ∈ V ,
such that the Zariski closure of the orbit G(v) of v contains 0. Such elements are
called nilpotent elements of the linear group G|V . Elements v ∈ V , such that G(v) is
closed, are called semisimple elements of G|V . This terminology is motivated by the
well-known fact that for the adjoint linear group G|g an element is semisimple (resp.
nilpotent) if and only if it is a semisimple (resp. nilpotent) element of the Lie algebra g.

An efficient way of constructing semisimple elements for a reductive linear group
G is given by the following

Proposition 2.1 [2] Let P be a set of weights of the g-module V from its irreducible
components with the following properties:
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(i) λi − λ j is not a root of g if i �= j and λi , λ j ∈ P are weights of the same
irreducible component of V ;

(ii) zero is an interior point of the convex hull of P.

Let vλi , λi ∈ P, be linearly independent weight vectors from irreducible components
of V . Then the vector

∑

i vλi is semisimple.

Proof The proposition is slightly stronger than Proposition 1.2 from [2], but its proof
is the same. 
�
Corollary 2.2 (Kostant theorem)Any vector from the zeroweight space of V is semisim-
ple.

Nowwe turn to the discussion of the especially nice class of reductive linear groups
G|V , called polar linear groups, whichwere introduced in [2]. Let v ∈ V be a semisim-
ple element, and let

Cv = {x ∈ V | g(x) ⊆ g(v)} , (2.2)

where g(v) = {av | a ∈ g} ⊂ V . Then [2]

dimCv ≤ dim V //G. (2.3)

The reductive linear group G|V is called polar if there exists a semisimple v ∈ V ,
such that

dimCv = dim V //G, (2.4)

and in this case Cv is called a Cartan subspace of V .
Note that the Cartan subalgebra h of the Lie algebra g of G is a Cartan subspace for

the adjoint linear group G|g, since for a regular v ∈ h its G-orbit is closed and (2.4)
holds because dimCv = dim V //G = rank g.

More generally, we have the following

Proposition 2.3 [9] Let G|V be a reductive linear group and let C be its zero weight
space. Then

dimC ≤ dim V //G, (2.5)

and in the case of equality the linear group G|V is polar.

Proof By Corollary 2.2, any element v ∈ C is semisimple. Let g◦ = {g ∈ g | g(C) =
0}. Then there exists v ∈ C , such that {g ∈ g | g(v) = 0} = g◦, and hence we have
g(v) = g(C). It follows that {x ∈ C | g(x) ⊆ g(v)} = C , hence, if equality holds in
(2.5), C is a Cartan subspace. By the same argument, we have inequality (2.5), due to
the inequality (2.3). 
�
Remark 2.4 By the definition, G|V is polar in the case when dim V //G = 1, or
dim V //G = 0. Note also that the direct sum (G1 × G2)|(V1 ⊕ V2) of polar linear
groups Gi |Vi , i = 1, 2, is polar.
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The following theorem shows that a Cartan subspace of a polar linear group G|V
has the same basic properties as a Cartan subalgebra of g.

Theorem 2.5 Let G|V be a polar linear group and let C ⊂ V be a Cartan subspace.

(a) ([2, Theorem 2.8]). Let

N = {g ∈ G | g(C) = C}, Z = {g ∈ N | g(c) = c for all c ∈ C}, W = N/Z .

Then G(C) consists of all semisimple elements of V , and for any semisimple
v ∈ V , the orbit G(v) intersects C by a (non-empty) orbit of W .

(b) ([2, Theorem 2.3]). If C ′ ⊂ V is another Cartan subspace, then g(C ′) = C for
some g ∈ G.

(c) ([2, Theorem 2.10]). If G is connected, then V //G is an affine space (of dimension
dimC).

Recall that a linear reductive group G|V is called stable if V has a non-empty
Zariski open subset, consisting of closed G-orbits. The following proposition is very
useful in verifying that a stable linear reductive group G|V is polar.

Proposition 2.6 [3] Let G|V be a stable reductive linear group. Let C ⊂ V be a
subspace, such that

V = g(C) ⊕ C (2.6)

and

dimC = dim V //G. (2.7)

Then G|V is polar and C is a Cartan subspace.

Proof Due to (2.6), G(C) contains a Zariski open subset, and, due to stability, it
contains a Zariski open subset� consisting of closed G-orbits of maximal dimension.
Let C◦ = C ∩ �, and let v ∈ C◦. Then the tangent space Tv to G(v) at v lies in g(C),
and, due to (2.6) and (2.7), actually Tv = g(C). Since this holds for all v ∈ C◦, we
obtain that Cv = C . Hence, by (2.7), G|V is polar and C is a Cartan subspace. 
�
Remark 2.7 (a) It follows from Theorem 2.5 (a) that conditions (2.6) and (2.7) are also
necessary for a reductive linear group to be stable polar.

(b) By Popov’s stability theorem [14], for a semisimple algebraic group G stability
of a linear group G|V is equivalent to the condition that there exists v ∈ V whose
stabilizer Gv is reductive and

dim V − dimG(v) = dim V //G. (2.8)

(In general, LHS(2.8) ≥ RHS(2.8).)
(c) The following example, provided by J. Dadok, shows that condition (2.6) alone

is not sufficient. Let g be a simple Lie algebra and G|(g⊕ g) the action of the adjoint
group on the direct sum of 2 copies of g. Let C be the sum of Cartan subalgebras in
each copy. Then (2.6) holds, but this linear group is not polar.
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2.2 Nilpotent elements and polar linear groups

Let f be a non-zero element of a simple Lie algebra, included in an sl2-triple s, and
let (1.1) be the corresponding Z-grading of g. Let d be the depth of this grading. Then
each g j , | j | ≤ d, is a g0-module. Since z(s), the centralizer of s in g, is a subalgebra
of g0, each g j is a z(s)-module. Since z(s) is a reductive subalgebra of g, we obtain a
reductive linear Lie algebra z(s)|g j by taking the image of z(s) in End g j . Recall that
Z(s) is the centralizer of s in the adjoint group G of g.

Theorem 2.8 All linear groups Z(s)|g j for j = d or d − 1 are polar.

Proof We do not know a proof of this remarkable fact without the case-wise verifica-
tion. For j = d, it was pointed out in [9] that this fact follows from Tables there for
d even and Remark 2.1 for d odd. For j = d − 1, when d is odd, this follows from
Table 1 of [4], where all these groups are listed, and from Table 1 of [2], where all
polar linear groups of simple Lie algebras are listed. Finally, for j = d − 1, where d
is even, this fact follows from Tables 2, 3 and 4 of this paper. Indeed, looking at Table
1 of [2], one can see that, apart from theta groups, all examples that occur in these
tables are polar, except, possibly, for the linear reductive groups Spin7 ⊗ st(SO2) and
Spin9 ⊗ st(SL2). (Hereafter Spin (resp. st) denotes the spinor (resp. standard) repre-
sentation.) For both of them dim V //G = 2. It is shown in the examples below that
both are polar. 
�
Remark 2.9 We tried to prove polarity of Z(s)|g j for j = d or d−1 along the following
lines.

Let ε = e
2π i
j+2 , where j = d or d−1, and consider the automorphism σ of g, defined

by σ |gs = εs I , s ∈ Z. Then the fixed point set of σ is g0 and the ε−2-eigenspace
of σ is V := g−2 + g j . Let G0 be the algebraic subgroup of the adjoint group G,
corresponding to the subalgebra g0 of g. Then we get a theta group G0|V . By [2], [9,
Theorem 6(c)] this representation is polar.

Let SG0 = G0 ∩ SL(g−2), and consider the linear group SG0|g−2. By Proposition
1.1 from [11], there exists an SG0-invariant polynomial P on g−2, such that P(a) �= 0
for a �= 0 if and only if the orbit SG0(a) is closed; moreover, such an orbit contains a
non-zero multiple of f . Since z(s) = g0 ∩ g f and the group Z(s)|g−2 is orthogonal,
we obtain that Z(s) ⊂ SG0 and Z(s) = (SG0)

f . Let sg0 = g0∩sl(g−2) and consider
the slice representation Z(s)|N f , where N f = V /[sg0, f ]. Then by the Luna slice
theorem [12]

dim(V //SG0) = dim(g j//Z(s)) + 1.

Therefore, since dim(V //G0) ≥ dim(V //SG0) − 1, we obtain that

dim(V //G0) ≥ dim(g j//Z(s)). (2.9)

Let v ∈ V be such that G0(v) is a closed orbit of maximal dimension. Since G0|V is
polar,

Cv := {v′ ∈ V | g0(v′) ⊆ g0(v)}
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is a Cartan subspace. Let π : V = g−2+g j → g j be the projection. Since no nonzero
G0-orbit in g−2 is closed, we conclude that π is injective on Cv . Moreover, we think
that π(Cv) ⊆ Cπ(v) but we were unable to prove this.

But if this is true, then

dimCv ≤ dimCπ(v). (2.10)

Comparing (2.9) and (2.10), we conclude that dimCπ(v) ≥ dim(g j//Z(s)). But by
(2.3), the LHS cannot be greater than the RHS, hence dimCπ(v) = dim(g j//Z(s)) and
the linear group Z(s)|g j is polar.

Example 2.10 G|V = Spin7 ⊗ st(SO2). This is a direct sum of two irreducible mod-
ules V = V+ ⊕ V−, which are eight-dimensional spin modules for SO7; SO2 acts
on V± by multiplication by t±1, t ∈ F

×. The set of weights of the g-module V is

1

2
(±ε1 ± ε2 ± ε3) ± δ,

the highest weights of V± being �± = 1
2 (ε1 + ε2 + ε3)± δ, and lowest weights being

−�±. Let v± be the corresponding highest weight vectors and v± lowest weight
vectors. Let

v1 = v+ + v−, v2 = v− + v+.

Then, by Proposition 2.1, all vectors from C := span{v1, v2} are semisimple. It is
easy to see that g(C) is the tangent space to the orbit G(v) at a generic point v ∈ C .
It follows that C is a Cartan subspace.

Example 2.11 G|V = Spin9 ⊗ st(SL2). It is an irreducible 32-dimensional g-module
with the set of weights

1

2
(±ε1 ± ε2 ± ε3 ± ε4) ± δ,

the highest weight being � = 1
2 (ε1 + ε2 + ε3 + ε4) + δ. We let

v1 = v� + v−�, v2 = e−ε1e−ε2−ε3v� + eε1eε2+ε3v−�.

As in Example 2.10, it is easy to check that C = span{v1, v2} is a Cartan subspace.

Theorem 2.12 (a) All linear groups Z(s)|g j for j even (resp. odd) preserve a sym-
metric (resp. skew-symmetric) non-degenerate bilinear form.

(b) All linear groups Z(s)|g j for j = d or d − 1 are stable, except for all cases when
j = d is odd, and also when j = d −1 is odd and Z(s)|gd−1 either is isomorphic
to st(son) ⊗ st(spm) with n odd, n < m, or has finitely many orbits.

123
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Proof (a) can be found in [13] or [9]. By (a), the stability follows when j is even
from [12]. When d is even and j = d − 1, the stability is established by a case-wise
verification, by checking that [z(s),C] = g j where C is a Cartan subspace (which
exists by Theorem 2.8). 
�
Remark 2.13 It follows from Tables 2, 3, 4 that for an odd nilpotent the Dynkin char-
acteristic contains 2 only if Z(s)|gd−1 has finitely many orbits. Moreover, the Dynkin
characteristic contains 2 if g j = 0 for some 1 ≤ j ≤ d − 1; this follows from the
observation that when the Dynkin characteristic contains only 0 or 1, the g0-module
g j is generated by g

j
1.

Remark 2.14 For all nilpotent elements of odd depth in Table 5, the linear group
Z(s)|g1 is not polar, except for the last one.

3 Generalized cyclic elements and integrable triples

In this section, g is a semisimple Lie algebra. The following notion generalizes both
notions of cyclic and quasi-cyclic elements, defined in the Introduction, for j = d and
j = d − 1, respectively.

Definition 3.1 A generalized cyclic element, attached to a nilpotent element f of g is
an element of the form f + E , where E ∈ g j with j ≥ 1, E �= 0, [E, g≥2] = 0 and
the centralizer of E in g1 is coisotropic with respect to the symplectic form ω, defined
by (1.2). Two generalized cyclic elements f + E and f + E ′ are called equivalent if
E ′ is proportional to an element from the orbit Z(s)(E).

Recall the notion of an integrable triple, associated to f , which is defined by prop-
erties (I1) – (I3) in the Introduction.

Proposition 3.2 (a) If ( f1, f2, E) is an integrable triple, associated to f , then the
element

a = f1 + f2 + E (3.1)

is a non-nilpotent generalized cyclic element, associated to f .
(b) The element a, defined by (3.1), determines the integrable triple uniquely.

Proof By the definition, a = ( f1 + E) + f2 is the Jordan decomposition of a, where
f1 + E and f2 are its semisimple and nilpotent parts. Since f1 + E is a non-zero
semisimple element, we conclude that a is not nilpotent. By the definition, a is a
generalized cyclic element, proving (a).

Due to uniqueness of the Jordan decomposition, a determines f1+E and f2, hence
it determines f1 = f − f2 and E = a − f , proving (b). 
�
Definition 3.3 A generalized cyclic element f + E is called integrable if it is obtained
from an integrable triple as in (3.1). In this case, the element E ∈ g j is called integrable
for f .
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Note that a generalized cyclic element is integrable if and only if the nilpotent part
of its Jordan decomposition lies in g−2, and also that a generalized cyclic element
cannot be nilpotent. Also, of course, any semisimple generalized cyclic element is
integrable.

Lemma 3.4 If E ∈ g j , j ≥ 1, is a nilpotent element of the Z(s)-module g j , then the
element f + E is a nilpotent element of g.

Proof Clearly the Zariski closure of Z(s)( f + E) contains f . Hence, G( f + E) ⊃
G f � 0 since f is a nilpotent element of g. 
�
Proposition 3.5 An integrable generalized cyclic element f +E, associated to a nilpo-
tent element f of depth d, where E ∈ g j , exists only when j = d − 1 or d.

Proof Inmost of the cases, the center of the subalgebram := ⊕

k≥2 gk lies ingd−1+gd .
In a few case, this center has non-zero elements E in gd−2, but it turns out that if the
coisotropy condition in (I2) is satisfied, then f + E is nilpotent, thus not integrable.
For exceptional g the only f for which the center of m is larger than gd−1 + gd are
of type A2 + A1 in E6, E7, E8 of depth 4, but the elements from m\(gd−1 + gd) are
not integrable. This is checked by a case-wise verification, with the aid of computer.
The proposition is proved by direct computations in the standard representation for
classical g. It would be interesting to find a general proof. 
�

Recall from [8] that there exists a semisimple subalgebra q of g, normalized by
s, such that f = f s + f n , where f s ∈ q is of semisimple typer in q and f n lies
in the centralizer if q in g. The following theorem classifies the non-nilpotent cyclic
elements.

Theorem 3.6 Let f be a non-zero nilpotent element of g and let E ∈ gd . Then the
cyclic element f + E is not nilpotent if and only if the element E of the Z(s)-module
gd is not nilpotent.

Proof It follows from Lemma 3.4 that f + E is nilpotent if E is a nilpotent element
of the Z(s)-module gd .

Conversely, suppose E is not a nilpotent element of the Z(s)-module gd . Then
Z(s)(E) contains a non-zero semisimple element E0 of the Z(s)-module gd , and by
Theorem 2.5 (a) we may assume that E0 ∈ C , a Cartan subspace. Hence, we have to
prove that f + E0 is not a nilpotent element of g. For that, by results of [8], it suffices
to prove that f s + E0 is not a nilpotent element of g. By the results of [9], we may
assume that f s is an irreducible nilpotent element of g, in which case gd = C , and
the set Sg( f ) = {E ∈ C | f + E is semisimple} is a complement in C of a union
of m(m+1)

2 hyperplanes, where m = dim gd . In the case when m = 1 this means that
Sg( f ) = C\{0}, and we are done.

The remaining cases are the following ones from [9, Table 1]: 4k−1, m = 2; 7,
m = 2; 11, m = 3; 16, m = 2; 17, m = 2; 18, m = 4. For all but the first one,
g is an exceptional Lie algebra, and the case can be checked on a computer. In [9],
singular sets (complements to Sg( f )) for these cases have been described as unions of
certain subspaces. Using GAP package SLA, one checks that f + E is not nilpotent
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for generic elements E in all possible intersections of these subspaces. In the first case,
g = so4k and f correspond to the partition (2k + 1, 2k − 1). This case is treated in
Example 3.7. 
�
Example 3.7 Let f be a nilpotent in a simple Lie algebra of type D2k corresponding to
the partition (2k+1, 2k−1). By definition, this means that the standard representation
of so4k has a basis x−k, x−(k−1), . . . , x−1, x0, x1, . . . , xk−1, xk , y−(k−1), . . . , y−1, y0,
y1, . . . , yk−1, with h acting by hx j = 2 j x j , hy j = 2 j y j , and f acting by

x0 x1 · · · xk−1 xkx−1· · ·x−(k−1)x−k

y0 y1 · · · yk−1y−1· · ·y−(k−1)

We recall from [9, Case 4k] (reversing everything there) that there is a basis (E1, E2)

of gd with

E1x−(k−1) = xk, E1x−k = xk−1, E2y−(k−1) = −xk, E2x−k = yk−1,

and all other actions of E1, E2 are zero. (Explicitly, one can take E1 = eε1+ε2+eε1+ε3
2 ,

E2 = eε1+ε2−eε1+ε3
2 .)

Pictorially,

x0 x1 · · · xk−1 xkx−1· · ·x−(k−1)x−k

y0 y1 · · · yk−1y−1· · ·y−(k−1)

f f f f f f f f

f f f f f f

E1 E1

−E2E2

As calculated in [9, Case 4k], the cyclic element f +λ1E1+λ2E2 is not semisimple
only when either λ2 = 0 or λ2 = ±λ1.

Consider first the case λ2 = 0, so that E = λE1.We then define f s, f n by declaring
that f s acts only on the basis elements xi and f n only on the basis elements y j . Thus,
the corresponding picture is then
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x0 x1 · · · xk−1 xkx−1· · ·x−(k−1)x−k

y0 y1 · · · yk−1y−1· · ·y−(k−1)

f s f s f s f s f s f s f s f s

f n f n f n f n f n f n

E E

Then clearly f s+ f n = f and f n commutes both with f s and with E . Moreover, both
f s and f n are homogeneous of degree−2 since they both act on the standard represen-
tation lowering degree by 2. Moreover, f s + E is semisimple since the characteristic
polynomial of its action in the standard representation is t(t2k − λ).

Next consider the case λ2 = ±λ1, so that E = λ(E1±E2). Switch to the following
basis:

zk = xk, z j = (k + j)x j ∓ (k − j)y j
2k

, t j = x j ± y j
2k

(−k < j < k), t−k = x−k

2k
.

In this basis, the non-zero actions of f and E are as follows:

f t j = t j−1 (−(k − 1) ≤ j < k),

f z j = z j−1 + t j−1 (−(k − 1) < j ≤ k),

f z−(k−1) = t−k

and

Et−k = λtk−1, Ez−(k−1) = λzk .

In this basis, let us define f s and f n by the non-zero actions

f sz j = z j−1 (−(k − 1) < j ≤ k),

f st j = t j−1 (−(k − 1) ≤ j < k),

f nz j = t j−1 (−(k − 1) ≤ j ≤ k).

Then again both f s and f n are in g−2, f s + f n = f , f n commutes with both f s and
E , and f s + E is semisimple. Note also that f s + E is not regular, having double
eigenvalues. Its characteristic polynomial in the standard representation is (t2k − λ)2

(the minimal polynomial being t2k − λ).
All this is completely obvious from the following diagram of actions:
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t−k t−(k−1) . . . tk−2 tk−1

z−(k−1) z−(k−2) . . . zk−1 zk

f s f s f s f s

f s f s f s f s
f n f n f n f n

E

E

Thus, in both cases ( f1, f2, E) with f1 = f s and f2 = f n are integrable triples.

Example 3.8 According to [9, Table 1], there are three irreducible nilpotent orbits of
rank 2 in exceptional Lie algebras: the one with label F4(a2) in F4 and the orbits with
labels E8(a5) and E8(a6) in E8. For all of them, there are exactly three lines in gd
such that f + E is semisimple if and only if E ∈ gd does not belong to any of these
lines. Direct calculations with the GAP package SLA show that E remains integrable
along these lines too. We provide more detailed description using specific choices of
representatives for these orbits as follows.

In F4, take for the representative of F4(a2) the element

f = f1100 + f0120 + f0011 + f0001.

In E8, take for the representative of E8(a5) the element

f = f00000
0
01 + f00000

0
11 + f00001

1
10 + f00011

1
00 + f00011

0
10 + f00111

0
00 + f01110

0
00 + f11000

0
00

and for the representative of E8(a6) the element

f = f00001
0
11 + f00001

1
11 + f00111

1
10 + f00001

0
00 + f00011

0
00 + f00111

0
00 + f01110

0
00 + f11000

0
00.

Then, for these choices of f , gd has basis E1, E2 consisting of the highest root
vector and the next to the highest root vector. The cyclic element f + x1E1 + x2E2
is semisimple except when x1 = 0, x2 = 0 or x1 = x2. In these three singular cases,
Jordan decomposition of f + E is ( f s + E) + f n with f n ∈ g−2, where
for E = x1E1 or E = x2E2, we have the following cases:

if f is F4(a2), then f s has label B3 and f n has label ˜A2,
if f is E8(a5), then f s has label E6 and f n has label D4,

while for E = x(E1 + E2),
if f is F4(a2), then f s has label C3 and f n has label A1,
if f is E8(a5), then f s has label D7 and f n has label 2A1,

and if f is E8(a6), then for E on any of the three singular lines f s has label D6 and
f n has label A3.
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Note also that the subalgebra a generated by f and E , which is the whole g if E
does not lie in the union of singular lines, is the direct sum of the semisimple [a, a]
and the center spanned by f n, where [a, a] has the following type:
for E = x1E1 or E = x2E2, it is

G2, when f is F4(a2),
F4, when f is E8(a5),

and for E = x(E1 + E2), it is
C3, when f is F4(a2),
B6, when f is E8(a5),

while if f is E8(a6), then for E from any of the three singular lines, this subalgebra
has type B5.

Example 3.9 For the nilpotent with label E7(a5) in E7, depth is 10, with g10 3-
dimensional. We take

f = f1000
0
00 + f1100

0
00 + f1110

0
00 + f0111

1
00 + f0011

0
10 + f0011

1
10 + f0001

0
11;

then g10 is spanned by E1 = e1234
2
21, E2 = e1234

2
31 and E3 = e1234

2
32. The singular set,

i.e., the subset of those E ∈ g10 with f + E not semisimple, is the union of six 2-
dimensional subspaces: 〈Ei , E j 〉 and 〈Ei , E j + Ek〉, with {i, j, k} = {1, 2, 3}. Their
pairwise intersections produce the following seven 1-dimensional subspaces: 〈Ei 〉,
〈Ei + E j 〉 and 〈E1 + E2 + E3〉.

It is also possible to describe this set without mentioning semisimplicity of f + E :
it is the set of all those vectors which have nontrivial stabilizer with respect to the
action Z(s)|g10 which is the permutation representation of the symmetric group on
three letters.

All these subspaces are exactly all those subspaces V of g10 with the following
property: the Lie subalgebra a generated by V and f is the direct sumof the semisimple
subalgebra q = [a, a] and the 1-dimensional center z(a) ⊆ g−2; z(a) is spanned by an
element f n such that f s = f − f n is of semisimple type in q; f s has the same depth
10 in q as f in g; and q10 = V .

In all these cases, taking any E ∈ q10 = V which does not lie in a smaller subspace
from the singular set, f s + E is semisimple, so that one obtains an integrable triple
( f1, f2, E) = ( f s, f n, E).

The corresponding subspaces and nilpotent types are as follows:

V f s f n q f s in q

〈Ei , E j + Ek 〉 D6(a2) A1 D6 (7, 5)
〈Ei , E j 〉 E6(a3) 3A′′

1 F4 F4(a2)
〈Ei 〉 D4 (A3 + A1)

′′ G2 Principal
〈Ei + E j 〉 A′

5 4A1 C3 Principal
〈E1 + E2 + E3〉 A′′

5 A2 C3 Principal
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Example 3.10 For the nilpotent with label E8(a7) in E8, depth is 10, with g10 4-
dimensional. We take

f = f01110
0
00 + f00111

0
00 + f00111

1
00 + f11111

0
10 + f00012

1
10 + f00111

0
11 + f00012

1
11

+ f00111
1
11 + f01111

1
11.

Then g10 is spanned by E1 = e12356
3
42, E2 = e12456

3
42, E3 = e13456

3
42 and E4 = e23456

3
42.

The singular set in this case is the unionof ten3-dimensional subspaces 〈Ei , E j , Ek〉
and 〈Ei , E j , Ek + E�〉, {i, j, k, �} = {1, 2, 3, 4}, forming a single orbit under the
action Z(s)|g10, which is the action of the component group S5 on its 4-dimensional
irreducible representation.

As in the Example 3.9, this set consists precisely of those vectors which have
nontrivial stabilizer with respect to the action of the component group of Z(s)|g10.

All of the possible intersections of these 3-dimensional subspaces produce twenty
five 2-dimensional subspaces forming two orbits, one containing all 〈Ei , E j 〉 and all
〈Ei , E j+Ek+E�〉 and another containing all 〈Ei , E j+Ek〉 and all 〈Ei+E j , Ek+E�〉,
and fifteen 1-dimensional subspaces forming two orbits, one containing all 〈Ei 〉 and
〈E1 + E2 + E3 + E4〉, and another containing all 〈Ei + E j 〉 and all 〈Ei + E j + Ek〉.

All these 10+25+15 = 50 subspaces are also exactly all those subspaces V of g10
with the following property: the Lie subalgebra a generated by V and f is the direct
sum of the semisimple (in fact, simple) subalgebra q = [a, a] and the 1-dimensional
center z(a) ⊆ g−2; z(a) is spanned by an element f n such that f s = f − f n is of
semisimple type (in fact, irreducible) in q; f s has the same depth 10 in q as f in g;
and q10 = V .

In all these cases, taking any E ∈ q10 = V which does not lie in a smaller subspace
from the singular set, f s + E is semisimple, so that one obtains an integrable triple
( f1, f2, E) = ( f s, f n, E).

The subspaces, their generic stabilizers in S5, the corresponding subalgebras and
nilpotent orbit labels are as follows:

V Generic stabilizer f s f n q f s in q

〈Ei , E j , Ek 〉, 〈Ei , E j , Ek + E�〉 S2 E7(a5) A1 E7 E7(a5)
〈Ei , E j + Ek 〉, 〈Ei + E j , Ek + E�〉 S2 × S2 D6(a2) 2A1 D6 (7, 5)
〈Ei , E j 〉, 〈Ei , E j + Ek + E�〉 S3 E6(a3) A2 F4 F4(a2)
〈Ei + E j 〉, 〈Ei + E j + Ek 〉 S2 × S3 A5 A2 + A1 C3 Principal
〈Ei 〉, 〈E1 + E2 + E3 + E4〉 S4 D4 D4(a1) G2 Principal

The following lemma helps to establish non-existence of non-nilpotent quasi-cyclic
elements.

Lemma 3.11 Let C ⊂ gd−1 be a Cartan subspace of the Z(s)-module gd−1, and
suppose that C contains no elements E, for which f + E is quasi-cyclic. Then gd−1
contains no elements E, for which f + E is non-nilpotent quasi-cyclic.
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Proof If f + E is not nilpotent quasi-cyclic, then, by Lemma 3.4, E is not a nilpotent
element for the Z(s)-module gd−1. Then, as in the proof of Theorem 3.6, Z(s)E ∩C
contains an element E0, such that f + E0 is quasi-cyclic. 
�

In order to prove the next proposition, we will need the following simple lemma.

Lemma 3.12 Let a ∈ g. Then (Ker ad a)⊥ = Im ad a, where the orthogonal is with
respect to the bilinear form (· | ·). In particular, if a ∈ gk , then (Ker ad a|g�

)⊥ =
Im ad a|g−�−k .

Proof The inclusion Im ad a ⊂ (Ker ad a)⊥ is immediate by the invariance of the
bilinear form. On the other hand,

dim(Im ad a) = dim(g) − dim(Ker ad a) = dim
(

(Ker ad a)⊥
)

,

since the bilinear form is non-degenerate. Hence, (Ker ad a)⊥ = Im ad a. The second
part of the lemma follows from the fact that (gk | g�) = 0 if k �= −�. 
�
Proposition 3.13 Let E ∈ g j , j ≥ 0. The following statements are equivalent:

(a) the centralizer of E in g1 is coisotropic with respect to the bilinear form (1.2);
(b) the map ad E ◦ (ad f )−1 ◦ ad E |g− j−1 is zero.

Proof The coisotropy condition (a) can be rephrased by saying that the orthogonal
complement of gE1 with respect to ω is contained in gE1 . This, by definition (1.2) of ω,
is equivalent to the following condition:

(a′) if a ∈ g1 is such that [ f , a] ∈ (Ker ad E |g1)⊥, then a ∈ Ker ad E |g1 .
(Here the orthocomplement is with respect to the bilinear form (· | ·) of g.) On the
other hand, the statement in (b) can be equivalently rephrased as follows:

(b′) if x ∈ g−k−1 is such that [E, x] = [ f , a], for some a ∈ g1, then a ∈ Ker ad E |g1 ,
or, equivalently,

(b′′) if a ∈ g1 is such that [ f , a] ∈ Im ad E |g− j−1 , then a ∈ Ker ad E |g1 .
By Lemma 3.12, (Ker ad E |g1)⊥ = Im ad E |g− j−1 , thus (a

′) and (b′′) are equivalent.

�

An important problem is when a (non-nilpotent) generalized cyclic element f + E
of a semisimple Lie algebra g is integrable. For the solution of this problem, the
following lemma is important.

Lemma 3.14 Let f be a non-zero nilpotent of g and let (1.1) be the corresponding
Z-grading of depth d. Let j = d or d − 1 and let E ∈ g j be a non-zero element.
If the nilpotent part of the Jordan decomposition of f + E lies in g−2, then E is a
semisimple element of the Z(s)-module g j .
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Proof Consider the theta group G0|(g−2 + g j ), constructed in Remark 2.9. Then the
element f + E ∈ g−2 + g j is a semisimple element of g if and only if the orbit
G0( f + E) is closed. We have (cf. [8], proof of Proposition 2.2(a)):

f + Z(s)(E) = G0( f + E) ∩ ( f + g j ). (3.2)

If the nilpotent part of the Jordan decomposition of f + E lies in g−2, we have:
f = f1 + f2, f1 + E is semisimple, f2 ∈ g−2, and [ f2, f1 + E] = 0. Since
G0( f2) ⊂ g−2, we deduce from (3.2) that it still holds if f is replaced by f1. Since
f1 + E is semisimple, the orbit G0( f1 + E) is closed, hence f1 + Z(s)E is a closed
subset, and E is a semisimple element of Z(s)|g j . 
�

The following theorem describes all integrable cyclic elements, up to conjugation
by Z(s).

Theorem 3.15 Let f be a non-zero nilpotent element of g of even depth d, and let
E ∈ gd be a non-zero element. Then the cyclic element f + E is integrable if and only
if E is a semisimple element of the Z(s)-module gd .

Proof If f +E is integrable, then E is a semisimple element of Z(s)|gd byLemma3.14.
Conversely, let E be a non-zero semisimple element of Z(s)|gd . Then the argument

as in the proof of Theorem 3.6 reduces the proof to the case when f is an irreducible
nilpotent element with dim gd > 1 and E /∈ Sg( f ). Again, the cases when g is an
exceptional Lie algebra are checked on the computer using GAP [15], by computing
Jordan decompositions of f + E for E generic in all possible nonzero intersections
of subspaces constituting the complement of Sg( f ) as described in [9] (see Exam-
ples 3.8, 3.9 and 3.10 ), while the case g = so4k , with f corresponding to the partition
(2k + 1, 2k − 1) is treated as in Example 3.7. 
�
Theorem 3.16 (a) Theorem 3.15 holds for d odd and for E ∈ gd−1 such that f + E

is a quasi-cyclic element.
(b) The “only if” part of Theorem 3.15 holds for d even and for E ∈ gd−1 such that

f + E is a quasi-cyclic element.

Proof (a) Replacing g with geven = ⊕

j∈Z g2 j , the proof is the same as of Theo-
rem 3.15. (b) follows from Lemma 3.14. 
�
Example 3.17 A non-nilpotent quasi-cyclic element does not necessarily give rise to
an integrable triple. For f with label 2A2 + A1 in E6, take

f = 2 f001
1
11 + 2 f011

0
11 + 2 f111

1
00 + 2 f111

0
10 + f012

1
10.

The depth of f is 5 and g4 is 4-dimensional, spanned by e112
1
11, e112

1
21, e122

1
11 and e122

1
21.

The coisotropy condition on a generic element x1e112
1
11 + x2e112

1
21 + x3e122

1
11 + x4e122

1
21

of g4 is

4x1x4 = (x2 + x3)
2.
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It follows that for

E = e112
1
11 + e112

1
21 − e122

1
11

f + E is a quasi-cyclic element. Its Jordan decomposition has semisimple part

f1 + E = 2 f001
1
11 + 2 f011

0
11 + 2 f111

1
00 + 2 f111

0
10 + 2

3
( f011

1
11 − f111

1
10)

+ 2

3
e112

1
11 + e112

1
21 − e122

1
11

and nilpotent part

f2 = f012
1
10 − 2

3
( f011

1
11 − f111

1
10) + 1

3
e112

1
11,

This is not an integrable triple because f2 /∈ g−2.

4 Integrable cyclic and quasi-cyclic elements associated to nilpotent
elements of even depth

4.1 Integrable cyclic elements for nilpotent elements of even depth

Let f be a non-zero nilpotent element of even depth d in a simple Lie algebra g. Recall
that f is included in an sl2-triple s, and that, by Theorem 2.8, the linear group Z(s)|gd
is polar. All these linear groups are listed in [8]. Let C ⊆ gd be a Cartan subspace.
By Theorem 3.15, any cyclic element f + E , where E ∈ C is non-zero, is integrable.
Hence, up to conjugation by Z(s), the integrable cyclic elements are classified by
non-zero elements of C , up to conjugation by its Weyl group, and rescaling.

Recall also by [8] that the set of non-zero nilpotent elements in g (up to conjugation)
is partitioned in bushes, such that each bush contains a unique nilpotent element f s

of semisimple type, and all other nilpotent elements in the same bush have the same
depth d and the same Cartan subspace.

Below we give a more explicit description of Z(s)|gd (rather their unity compo-
nents) for all classical simple Lie algebras g. As in [4], throughout the paper, we use
the following notation: st(a) denotes the standard representation of the Lie algebra a,
1 stands for the trivial 1-dimensional representation, ⊕ stands for the direct sum of
linear reductive groups, rank = dim gd//Z(s).

4.1.1 g = slN , N ≥ 2

Non-zero nilpotent elements f , up to conjugation, are parametrized by partitions

p = (p(r1)
1 , p(r2)

2 , . . . , p(rs )
s ), N =

∑

i

ri pi , (4.1)
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where the pi are distinct and have multiplicities ri : p1 > · · · > ps ≥ 1, p1 > 1.
Then the associated to a partition p nilpotent element f = f p is of semisimple type
if and only if

p = (p(r1)
1 , 1(r2)). (4.2)

The bush containing this partition consists of all partitions with the same p1 and r1.
All these partitions have the same depth d = 2p1 − 2, and the same gd = Matr1×r1 ,
and the action of Z(s)|gd is the action of SLr1 on Matr1×r1 by conjugation. A Cartan
subspace C is the subspace of all diagonal matrices.

4.1.2 g = spN , N ≥ 2 even

Non-zero nilpotent elements f p, up to conjugation, are parametrized by partitions p,
whose odd parts have even multiplicity. Then again f = f p is of semisimple type if
and only if (4.2) holds. The bush containing f p consists of all partitions (whose odd
parts have even multiplicities) with the same p1 and r1 as p. All have the same depth
d = 2p1 − 2, and the same linear group Z(s)|gd , which depends on whether p1 is
even or odd:

Z(s)|gd = S2 st(SOr1) if p1 is even, Z(s)|gd = S2 st(Spr1) = ad(Spr1) if p1 is
odd (then r1 is even).

For the bilinear form with matrix I , defining SOr1 , S
2 st(SOr1) is identified with

the space of all symmetric matrices, and we can choose for C the subspace, consisting
of diagonal matrices, while S2 st(Spr1) is the adjoint representation of Spr1 , so that C
is any Cartan subalgebra.

4.1.3 g = soN , N ≥ 3, N �= 4

Non-zero nilpotent elements f p, up to conjugation, are parametrized by partitions
p, whose even parts have even multiplicity. There are five types of elements f p of
semisimple type:

(a) p = (3, 1(r2)); d = 2;
(b) p = (p1, 1(r2)), p1 ≥ 5 odd; d = 2p1 − 4;
(c) p = (p1, p1 − 2, 1(r3)), p1 ≥ 5 odd; d = 2p1 − 4;
(d) p = (p(r1)

1 , 1(r2)), p1 ≥ 2 even, r1 ≥ 2 even; d = 2p1 − 2;

(e) p = (p(r1)
1 , 1(r2)), p1 ≥ 3 odd, r1 ≥ 2 even; d = 2p1 − 2.

The linear groups Z(s)|gd for the types (a)–(e) are as follows:

(a) st(SOr2) ⊕ 1;
(b) 1;
(c) 1 ⊕ 1;
(d)

∧2 st(Spr1);
(e)

∧2 st(SOr1) = ad(SOr1).
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Table 1 Actions of centralizers of sl2-triples of nilpotent elements in simple Lie algebras g of classical
types on gd

g Partition d Rank z(s)|gd
slN

(p
(r1)
1 , . . .) 2p1 − 2 r1 ad(slr1 ) ⊕ 1

spN

(p
(r1)
1 , . . .), p1 even 2p1 − 2 r1 S2 st(sor1 )

(p
(r1)
1 , . . .), p1 odd 2p1 − 2 r1

2 ad(spr1 )

soN

(p
(r1)
1 , . . .), p1 even 2p1 − 2 r1

2
∧2 st(spr1 )

(p
(r1)
1 , . . .), r1 > 1, p1 odd 2p1 − 2

[ r1
2

]

ad(sor1 )

(p1, (p1 − 1)(r2), . . .), p1 odd 2p1 − 3 0 st(spr2 )

(p1, (p1 − 2)(r2), . . .), p1 odd 2p1 − 4 2 st(sor2 ) ⊕ 1

(p1, (p1 − m)(r2), . . .), m > 2, p1 odd 2p1 − 4 1 1

Cartan subspaces are as follows:
(a) C = Fv ⊕ F, where (v|v) = 1;
(b) and (c) C = gd ;
(d) C = the subspace of diagonal matrices in gd

if the bilinear form, defining Spr1 , is
(

0 1−1 0

)

;
(e) C = the Cartan subalgebra.

Bushes containing these f of semisimple type correspond to the following partitions
(with all even parts having even multiplicities):

(a) partition itself;
(b) all partitions with the same p1 and r1 = 1 satisfying p2 < p1 − 2;
(c) all partitions with the same p1, r1 = 1 and p2 = p1 − 2;
(d) and (e) all partitions with the same p1 with multiplicity r1 or r1 + 1.

The group Z(s)|gd is the same for the nilpotent elements from the bush, except for
the following two cases:

(b) partitions (p(r1)
1 , . . .), where r1 ≥ 1 is odd, in which case Z(s)|gd = ad(SOr1);

(c) partitions (p1, (p1 − 2)(r2), . . .), where p1 ≥ 3 is odd, in which case Z(s)|gd =
st(SOr2) ⊕ 1.

The information about Lie algebra actions of centralizers of sl2-triples can be sum-
marized in the following table.

4.2 Integrable triples in g = glN and slN

4.2.1 Setup and preliminary results

Let g = glN or slN . Let f be a nilpotent element of g in Jordan form and let p be the
associated partition (4.1) of N , given by the sizes of the blocks of the Jordan form. We
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Fig. 1 Symmetric pyramid for the partition (9, 7, 4(2)) of 24

associate to p a symmetric (with respect to the y-axis) pyramid, with boxes of size
2× 2 indexed by the set I = {1, 2, . . . , N } (say starting from right to left and bottom
to top). For example, for the partition (9, 7, 4(2)) of 24, we have the pyramid in Fig. 1.

Let V be the N -dimensional vector space over F with basis {eα}α∈I . The Lie
algebra g ∼= gl(V ) has a basis consisting of the elementary matrices Eα,β , α, β ∈ I .
The elementary matrix Eα,β in g can be depicted by an arrow going from the center of
the box β to the center of the box α. In particular, f is the “shift to the left” operator.
It is depicted as the sum of all the arrows pointing from each box to the next one on
the left

f =
∑

α←β

Eα,β , (4.3)

where the sum is over all adjacent boxes (on the same row) α, β ∈ I . Let us also
denote by f ᵀ the transpose of the matrix f defined in (4.3). It is the “shift to the right”
operator.

Let h ∈ g be the diagonal endomorphism of V whose eigenvalue on eα is the x-
coordinate of the center of the box labeled by α (see Fig. 1) which we denote by xα .
We then have the corresponding h-eigenspace decomposition of V

V =
D

⊕

k=−D

V [k] , V [k] = {v ∈ V | h(v) = kv} , (4.4)

where D = p1 − 1 is the maximal eigenvalue of h.
We note that the elements f and h belong to a sl2-triple s = {e, h, f }, where

e = ∑

α←β cβEβ,α , with cβ = ∑

xγ , where the sum is over all boxes γ at the right
and in the same row of the box β, including it.

The elementary matrices Eα,β are eigenvectors with respect to the adjoint action
of h:

(ad h)Eα,β = (xα − xβ)Eα,β .
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Fig. 2 The spaces Vi and V±,i

This defines a Z-grading of g, given by the ad h-eigenspaces as in (1.1):

gk = SpanF{Eα,β | xα − xβ = k} , k ∈ Z. (4.5)

The depth of this grading is d = 2D = 2p1 − 2.
Next, consider the subspaces V− = Ker f and V+ = Ker f ᵀ of V . We thus have

the direct sums decompositions

V = V− ⊕ f ᵀV = V+ ⊕ f V . (4.6)

Let Di = pi − 1, for i = 1, . . . , s (in particular D1 = D). Throughout the paper we
will use the decompositions V± = ⊕s

i=1 V±,i , where

V−,i = V− ∩ f Di V+ , V+,i = V+ ∩ ( f ᵀ)Di V− , i = 1, . . . , s , (4.7)

and V = ⊕s
i=1 Vi , where

Vi =
Di

⊕

k=0

f kV+,i , i = 1, . . . , s . (4.8)

Representing the basis elements of V as boxes of the pyramid as in Fig. 1, Vi corre-
sponds to the i-th rectangle counting from the bottom, and V±,i corresponds to the
right/left most boxes of the i-th rectangle. With a picture:

For the pyramid in Fig. 2, the subspaces V− and V+ correspond, respectively, to
the boxes colored in orange and blue (note that they may have nontrivial intersection);
the subspaces Vi , i = 1, 2, 3 correspond to the rectangles of the pyramid, and V±,i is
the intersection of the rectangle Vi with V±.

Throughout the paper, given a subspaceU ⊂ V , together with a “natural” splitting
V = U ⊕W (usually associated with the grading of V ), we shall denote, with a slight
abuse of notation, by 1U both the identity mapU

∼−→ U , the inclusion mapU ↪→ V ,
and the projection map (with kernel W ) V � U ; the correct meaning of 1U should
then be clear from the context.
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Using the above notation, we clearly have (recall the splitting (4.6))

f f ᵀ = 1V − 1V+ = 1 f V and f ᵀ f = 1V − 1V− = 1 f ᵀV . (4.9)

The following result will be used in the sequel.

Lemma 4.1 Let x ∈ g
f
−2, the centralizer of f in g−2. For every i = 1, . . . , s, there

exists ti ∈ End(V+,1) such that

1Vi x1Vi =
Di−1
∑

k=0

f k+1ti ( f
ᵀ)k .

Proof By the direct sum (4.8), we can write 1Vi x1Vi = ∑Di−1
k=0 xk , where xk ∈

Hom( f kV+,i , f k+1V+,i ). The condition [x, f ] = 0 gives

f xk = xk+1 f ∈ Hom( f kV+,i , f k+2V+,i ) , (4.10)

for every k = 0, . . . , Di − 2. Multiplying both sides of (4.10) on the right by f ᵀ and
using (4.9), we get

f xk f
ᵀ = xk+11 f V = xk+1 ,

for k = 0, . . . , Di − 2. A recursive solution to these equations is

xk = f k x0( f
ᵀ)k , k = 1, . . . , Di − 1 .

Letting ti = f ᵀx0 ∈ End(V+,i ), we get the claim. 
�
In order to apply, in the following sections, Proposition 3.13 we need the following

result.

Lemma 4.2 Let x ∈ g−1 and assume that 0 �= x ∈ Hom(Vj , Vi ). Then

(ad f )−1x =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

∑

k∈Z+
( f ᵀ)k+1x f k , i < j ,

−
∑

k∈Z+
f k x( f ᵀ)k+1 , i > j .

(4.11)

(Note that, since x ∈ g−1, it must be i �= j .)

Proof Without loss of generality, let us assume that x ∈ Hom( f k j V+, j , f ki V+,i ).
Note that, since x ∈ g−1, we have

Di − 2ki = Dj − 2k j − 1 . (4.12)

In particular, if i < j , then Di > Dj and therefore ki > k j . Conversely, if i > j , then
Di < Dj and ki < k j . Moreover, Dj − k j > Di − ki .
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First, let us assume that i < j . Applying ad f to the RHS of Eq. (4.11) we get

∑

k∈Z+
f ( f ᵀ)k+1x f k −

∑

k∈Z+
( f ᵀ)k+1x f k f

= x − 1V+
∑

k∈Z+
( f ᵀ)k x f k = x − ( f ᵀ)ki x f ki .

In the first equality, we used the first equation in (4.9), while, for the second equality,
the operator 1V+ on the left forces k = ki . Since i < j , by the observation after
Eq. (4.12) we have ki > k j . Hence, x f ki = 0 thus proving (4.11) in this case.

Next, let us assume that i > j and let us apply ad f to the RHS of Eq. (4.11):

−
∑

k∈Z+
f f k x( f ᵀ)k+1 +

∑

k∈Z+
f k x( f ᵀ)k+1 f

= x −
∑

k∈Z+
f k x( f ᵀ)k1V− = x − f D j−k j x( f ᵀ)Dj−k j .

In the first equality, we used the second equation in (4.9), while, for the second equality,
the operator 1V− on the right forces k = Dj − k j . Since i > j , by the observation
after Eq. (4.12) we have Dj − k j > Di − ki . Hence, f D j−k j x = 0. This completes
the proof. 
�
The next result will be used in Sects. 4.2.3 and 4.4.2.

Lemma 4.3 Let U ∈ Hom(V [D], V [−D]) and E = A + B, where A ∈
Hom(V [−D+1], V [D]) and B ∈ Hom(V [−D], V [D−1]). Then, ad E ◦(ad f )−1 ◦
ad E(U ) = 0 if and only if

[A f D−1B f D, ( f ᵀ)DU ] = 0.

Proof We have that [E,U ] = U A − BU . Since U A ∈ Hom(V2, V1) and BU ∈
Hom(V1, V2), using Lemma 4.2 we have that

(

ad E ◦ (ad f )−1 ◦ ad E
)

(U ) =
∑

k∈Z+
[E, ( f ᵀ)k+1U Af k + f k BU ( f ᵀ)k+1]

= A f D−1BU ( f ᵀ)D − ( f ᵀ)DU A f D−1B.

The claim follows from the fact that ( f ᵀ)D : V [−D] → V [D] is an isomorphism
with inverse f D . 
�

The next result will be used in Sects. 4.2.3 and 5.1.

Lemma 4.4 Let U = X +Y , where X ∈ Hom(V [D], V [−D+1]), Y ∈ Hom(V [D−
1], V [−D]), and let E = A + B + C, where A ∈ Hom(V [−D], V [D − 2]), B ∈
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Hom(V [−D + 2], V [D]) and C ∈ Hom(V [−D + 1], V [D − 1]). Then, ad E ◦
(ad f )−1 ◦ ad E(U ) = 0 if and only if

( f ᵀ)DYC f D−1C = ( f ᵀ1 f V A + B1 f ᵀV f ᵀ)YC + B1V− f D−21V+ AY ,

C f D−1CX( f ᵀ)D = CX( f ᵀ1 f V A + B1 f ᵀV f ᵀ) + ( f ᵀ)D−1XB1V− f D−21V+ A .

(4.13)

Proof Writing A = 1V+ A+ 1 f V A and B = B1V− + B1 f ᵀV , we have that [E,U ] =
1V+ AY+BX−XB1 f ᵀV+1 f V AY−Y B−XB1V− . Since1V+ AY+BX−XB1 f ᵀV ∈
⊕i=1,2 Hom(Vi , Vi+1) and 1 f V AY − Y B − XB1V− ∈ ⊕i=1,2 Hom(Vi+1, Vi ), using
Lemma 4.2 we have that

(

(ad f )−1 ◦ ad E
)

(U ) =
∑

k∈Z+
( f ᵀ)k+1(1V+ AY + CX − XB1 f ᵀV ) f k

−
∑

k∈Z+
f k(1 f V AY − YC − XB1V−)( f ᵀ)k+1.

(4.14)

Finally, applying ad E to both side of Eq. (4.14) we get

(

ad E ◦ (ad f )−1 ◦ ad E
)

(U ) = −B1 f ᵀV f ᵀYC − B1V− f D−11V+ AY ( f ᵀ)D−1

−C f D−1CX( f ᵀ)D + CXB1 f ᵀV f ᵀ + ( f ᵀ)D−1XB1V− f D−21V+ A

− f ᵀ1 f V AYC + ( f ᵀ)DYC f D−1C + CX f ᵀ1 f V A. (4.15)

Note that

B1 f ᵀV f ᵀY B + B1V− f D−11V+ AY ( f ᵀ)D−1

+ f ᵀ1 f V AYC − ( f ᵀ)DYC f D−1C ∈ Hom(V [−D + 1], V [D])

and

C f D−1CX( f ᵀ)D − CXB1 f ᵀV f ᵀ − ( f ᵀ)D−1XB1V− f D−21V+ A
−CX f ᵀ ∈ Hom(V [−D], V [D − 1]) .

Hence, the RHS of (4.15) vanishes if and only if Eq. (4.13) holds. 
�
Finally, the last result of this section will be used in Sect. 4.5.2..

Lemma 4.5 Let U = X +Y , where X ∈ Hom(V [D], V [−D+2]), Y ∈ Hom(V [D−
2], V [−D]), and let E = A + B, where A ∈ Hom(V [−D], V [D − 3]), B ∈
Hom(V [−D + 3], V [D]). Let us assume that

1 f V A = 0 , B1 f ᵀV = 0 . (4.16)
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Then, ad E ◦ (ad f )−1 ◦ ad E(U ) = 0 if and only if

( f ᵀ)D−2XB f D−3A = B f D−3AY ( f ᵀ)D−2 = 0 .

Proof Note that [E,U ] = AY − XB. Using the first equation in (4.16) and (4.11), we
have that

(ad f )−1(AY ) = −
∑

k∈Z+
f k AY ( f ᵀ)k+1 ,

while using the second equation in (4.16) and (4.11) we have that

(ad f )−1(XB) = −
∑

k∈Z+
( f ᵀ)k+1XB f k .

Hence, by a straightforward computation we get

ad E ◦ (ad f )−1 ad E(U ) = −B f D−3AY ( f ᵀ)D−2 + ( f ᵀ)D−2XB f D−3A .

Equation (4.16) follows since B f D−3AY ( f ᵀ)D−2 ∈ Hom(V [−D + 2], V [D]) and
( f ᵀ)D−2XB f D−3A ∈ Hom(V [−D], V [D − 2]). 
�

4.2.2 The centralizer z(g≥2)

From (4.5), we have that a homogeneous element E ∈ gk , k ∈ Z, has the form

E =
∑

xα−xβ=k

cαβEαβ , cαβ ∈ F . (4.17)

The goal of this section is to describe the centralizer z(g≥2) of g≥2 in g.

Lemma 4.6 If [E, g≥2] = 0, then E ∈ gd ⊕ gd−1 ⊕ W ⊕ F1V , where

W = Hom(V [−D + 1], V [D − 1]) ⊂ gd−2 .

Proof Since the adjoint action of e ∈ g2 is injective on g<0, we obviously have
z(g≥2) ⊂ g≥0. Let α̃, β̃ ∈ I be such that xα̃ = D and xβ̃ ≤ D − 2 (i.e., the box β̃ is
completely at the left of the box α̃). Then Eα̃β̃ ∈ g≥2. Hence, letting E ∈ gk be as in
Eq. (4.17), we have

0 = [Eα̃β̃ , E] =
∑

xα−xβ=k

cαβ [Eα̃β̃ , Eαβ ] =
∑

x
β̃
−xβ=k

cβ̃βEα̃β −
∑

xα−D=k

cαα̃Eαβ̃ .

(4.18)
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If k ≥ 1, then the condition xα − D = k ≥ 1 implies that xα ≥ 1+ D thus the second
sum in (4.18) is empty. Hence, from Eq. (4.18) we have that cαβ = 0 if xα ≤ D − 2.
If k = 0, then Eq. (4.18) becomes

0 =
∑

x
β̃
=xβ

cβ̃βEα̃β −
∑

xα=D

cαα̃Eαβ̃ ,

from which follows that, for xα, xβ �= D − 1, we have cα,β = δαβλ, for some λ ∈ F.
Similarly, letting α̃, β̃ ∈ I be such that xα̃ = −D and xβ̃ ≥ −D+ 2 (i.e., the box β̃ is
completely at the right of the box α̃), the condition [E, Eα̃β̃ ] = 0 implies, for k ≥ 1,
that cαβ = 0 if xβ ≥ −D + 2 and, for k = 0, that cα,β = δαβλ for xα, xβ �= −D + 1.
This proves that

E ∈ SpanF{1V , Eαβ | xα ≥ D − 1, xβ ≤ −D + 1} = gd ⊕ gd−1 ⊕ W ⊕ F1V .


�
Proposition 4.7 The centralizer of g≥2 in g is z(g≥2) = gd ⊕ gd−1 ⊕ W ⊕ F1V .

Proof By degree consideration and the fact that the identity is a central element, we
clearly have gd ⊕ gd−1 ⊕ F1V ⊂ z(g≥2). Let T ∈ Hom(V [−D + 1], V [D − 1]),
and let Eαβ ∈ g≥2, with xα − xβ ≥ 2. In particular, xα ≥ xβ + 2 > −D + 1,
and xβ ≤ xα − 2 < D − 1. Hence, Im(Eαβ) ∩ V [−D + 1] = 0, so that T Eαβ = 0.
Similarly, Im(T ) ⊂ Ker(Eαβ), so that EαβT = 0. Hence, T ∈ z(g≥2). This, combined
to Lemma 4.6, completes the proof. 
�

Recalling the definition of integrable triples given in the Introduction, if E is an
integrable element for f , then E ∈ (W ⊕ gd−1 ⊕ gd)∩g≥1 (note that gd−1⊕gd ⊂ g≥1
for p1 ≥ 2, and W ⊂ g≥1 for p1 ≥ 3).

4.2.3 The coisotropy condition

An element E ∈ gd−1 can be uniquely decomposed as E = a( f ᵀ)D−1 + b( f ᵀ)D ,
where

a ∈ Hom(V [D − 1], V [D]) and b ∈ Hom(V [D], V [D − 1]). (4.19)

Proposition 4.8 Let E = a( f ᵀ)D−1 + b( f ᵀ)D ∈ gd−1. The subspace gE1 is coisotro-
pic with respect to the bilinear form (1.2) if and only if

ab = λ1V [D] , λ ∈ F . (4.20)

Proof By Lemma 4.3 with A = a( f ᵀ)D−1 and B = b( f ᵀ)D we have that ad E ◦
(ad f )−1 ◦ ad E |g−d = 0 if and only if

[ab, ( f ᵀ)DU ] = 0 , (4.21)
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for every U ∈ g−d . Note that ( f ᵀ)Dg−d ∼= End(V [D]). Hence, Eq. (4.21) implies
that ab is a scalar. The claim follows from Proposition 3.13. 
�

An element E ∈ W ⊂ gd−2 can be uniquely written as E = c( f ᵀ)D−1, where

c ∈ End(V [D − 1]). (4.22)

Proposition 4.9 Let E = c( f ᵀ)D−1 ∈ W. The subspace gE1 is coisotropic with respect
to the bilinear form (1.2) if and only if c2 = 0.

Proof By Lemma 4.4 with A = B = 0 and C = c( f ᵀ)D−1 we have that ad E ◦
(ad f )−1 ◦ ad E |g−d+1 = 0 if and only if c2( f ᵀ)D−1X( f ᵀ)D = 0, for every X ∈
Hom(V [D], V [−D + 1]). Since ( f ᵀ)D : V [−D] → V [D] and ( f ᵀ)D−1 : V [−D +
1] → V [D − 1] are isomorphisms, this condition is the same as c2 = 0. The claim
follows from Proposition 3.13. 
�

4.2.4 Integrable E ∈ gd

Let E ∈ gd . In this section we will use the decomposition (see (4.8))

V = V1 ⊕ V≥2 , where V≥2 =
s

⊕

i=2

Vi .

Note that ( f + E)1V≥2 = f 1V≥2 . Hence, ( f + E)1V≥2 is nilpotent. Furthermore,
note that E can be uniquely written as E = u( f ᵀ)D , where u ∈ End(V [D]). Let

U =
∞

⊕

k=0

f k Im u ⊂ V1 , Ũ =
∞

⊕

k=0

f k Ker u ⊂ V1 .

Lemma 4.10 Let E = u( f ᵀ)D ∈ gd . If u is semisimple, then the nilpotent part of
f + E is ( f + E)n = f 1

˜U⊕V≥2
.

Proof Recall that V+,1 = V [D] (see (4.7) and Fig. 2). Since u is semisimple, we have
that V [D] = Ker u ⊕ Im u. This implies, by (4.8), V1 = U ⊕ Ũ .

Clearly, ( f +E)1Ũ⊕V≥2
= f 1Ũ⊕V≥2

and ( f +E)U ⊂ U . Denote A = ( f +E)1U .
Clearly, Since A commutes with f 1Ũ⊕V≥2

and f + E = A + f 1Ũ⊕V≥2
. We claim

that A is semisimple so that the semisimple part of f + E is ( f + E)s = A and
( f + E)n = f 1

˜U⊕V≥2
. Let q(x) be the minimal polynomial of u1Im u which has

distinct non-zero roots in F, since u is semisimple. Let q̃(x) = q(x p1) which has also
distinct roots. Note that, if v ∈ Im u, then Akp1 f hv = f hukv, for every h, k ∈ Z+.
Hence, q̃(A) f hv = q(Ap1) f hv = f hq(u)v = 0. This implies that the minimal
polynomial of A divides q̃(x). Since q̃(x) has distinct roots, A is semisimple, as
claimed. 
�
Lemma 4.11 If E = u( f ᵀ)D ∈ gd is integrable for f , then u is semisimple.
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Proof Note that f 1V≥2 is nilpotent and commutes with f 1V1 + E = ( f + E)1V1 .
Hence, for the Jordan decomposition of f + E we have

( f + E)s = ( f 1V1 + E)s and ( f + E)n = ( f 1V1 + E)n + f 1V≥2 .

Since, by assumptions, f + E is integrable, we then have

( f 1V1 + E)s = f1 + E and ( f 1V1 + E)n = f̃2 ∈ g
f
−2 ∩ End(V1) ,

with f1 + f̃2 = f 1V1 . By Lemma 4.1, we have that

f̃2 =
D−1
∑

k=0

f k+1t( f ᵀ)k , (4.23)

for some t ∈ End(V [D]). Moreover, by Definition (I3) we have that [E, f̃2] = E f̃2 −
f̃2E = 0. Since E f̃2 ∈ Hom(V [−D + 2], V [D]) and f̃2E ∈ Hom(V [−D], V [D −
2]), we have that E f̃2 = f̃2E = 0. Explicitly, using Eq. (4.23) we get E f̃2 =
E f Dt( f ᵀ)D−1 = ut( f ᵀ)D−1 = 0, which implies

ut = 0 . (4.24)

Let A = f1 + E and let v ∈ V [D]. We have, by Eq. (4.23), Av = ( f + E − f̃2)v =
f v − f̃2v = f (1 − t)v, and repeating the same computation k times,

Akv = f k(1 − t)kv , 0 ≤ k ≤ D . (4.25)

Letting k = D = p1 − 1 in (4.25), and applying A one more time, we get

Ap1v = ( f1 + E) f D(1 − t)Dv = u(1 − t)Dv = uv . (4.26)

For the last equality we used (4.24). Since A is semisimple, Ap1 is semisimple as well.
Moreover, from Eq. (4.26) we have that Ap1V [D] ⊂ V [D] and Ap11V [D] = u. As a
consequence, u is semisimple, proving the claim. 
�

Combining Lemmas 4.10 and 4.11 we get the following result.

Proposition 4.12 E = u( f ᵀ)D ∈ gd is integrable for f if and only if u is semisimple.

Remark 4.13 Proposition 4.12 is in accordance with Theorem 3.15 and the results of
Sect. 4.1.1: it is well-known that the closed orbits for the action of SLr1 on Matr1×r1
by conjugation are indeed the semisimple elements of Matr1×r1 .
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4.2.5 Integrable E ∈ gd−1

In this subsection we will use the decomposition (see (4.8)) V = V≤2 ⊕ V≥3, where
V≤2 = V1 ⊕ V2 and V≥3 = ⊕s

i=3 Vi .
Let, as in (4.19), E = a( f ᵀ)D−1 + b( f ᵀ)D ∈ gd−1, where a ∈ Hom(V [D −

1], V [D]) and b ∈ Hom(V [D], V [D − 1]). Since V [D] ⊂ V1 and V [D − 1] ⊂ V2,
we have ( f + E)1V≥3 = f 1V≥3 , which is nilpotent. Let us also denote by

U = V1 ⊕
( ∞

⊕

k=0

f k Im b

)

⊂ V≤2 and Ũ =
∞

⊕

k=0

f k Ker a ⊂ V2 .

Proposition 4.14 An element E = a( f ᵀ)D−1 + b( f ᵀ)D ∈ gd−1 is integrable for f if
and only if ab = λ1V [D], λ �= 0.

Proof First, assume that ab = λ1V [D], with λ �= 0. Let u ∈ V [D − 1] = V+,2 (see
(4.7) and Fig. 2). Clearly, u = 1

λ
bau + (u − 1

λ
bau) ∈ Im b+Ker a. Moreover, if u ∈

Im b ∩Ker a, then au=0 and u = bw, for some w ∈ V [D], so that 0 = au = abw =
λw which impliesw = 0, and hence u = 0. This shows that V [D−1] = Im b⊕Ker a
and, by (4.8), that V≤2 = U ⊕ Ũ . Clearly, f + E = ( f + E)1U + ( f + E)1Ũ⊕V≥3

.
If v ∈ V [D] ⊂ U , then

( f + E)Dv = f Dv , ( f + E)D+1v = E f Dv = b( f ᵀ)D f Dv = bv ,

( f + E)2Dv = f D−1bv, ( f + E)2D+1v = E f D−1bv

= a( f ᵀ)D−1 f D−1v = abv = λv.

Similarly, one can check that for every v ∈ U we have ( f + E)2D+1v = λv. Since
λ �= 0, ( f + E)1U = f 1U + E is semisimple. Furthermore, we clearly have

( f + E)1Ũ⊕V≥3
= f 1Ũ⊕V≥3

,

which is nilpotent and commutes with ( f + E)1U . Hence, the Jordan decomposition
of f + E is

( f + E)s = f 1U + E , ( f + E)n = f 1Ũ⊕V≥3
,

which implies that f + E is integrable.
Conversely, if f + E is integrable, in particular gE1 must be coisotropic. Hence, by

Proposition 4.8, ab = λ1V [D], for some λ ∈ F. On the other hand, it must be λ �= 0
otherwise, as one can easily check, f + E is nilpotent. 
�

The next result will be used in Sect. 4.5.1. We state and prove it here since we need
the notation introduced here.

Lemma 4.15 Let E = a( f ᵀ)D−1 + b( f ᵀ)D ∈ gd−1. Assume that f + E is not
nilpotent and that its nilpotent part lies in g−2. Then ab ∈ End(V [D]) is a non-zero
semisimple element.

123



117 Page 32 of 64 A. De Sole et al.

Proof Note that f 1V≥3 is nilpotent and commutes with f 1V≤2 + E = ( f + E)1V≤2 .
Hence, for the Jordan decomposition of f + E we have

( f + E)s = ( f 1V≤2 + E)s and ( f + E)n = ( f 1V≤2 + E)n + f 1V≥3 .

By assumption, f̃2 = ( f 1V≤2 + E)n ∈ g−2. In particular, f̃2 ∈ g
f
−2 ∩ (End(V1) ⊕

End(V2)). Hence, by Lemma 4.1, we have that

f̃2 =
D−1
∑

k=0

f k+1(t + s)( f ᵀ)k , (4.27)

for some t ∈ End(V [D]) and s ∈ End(V [D − 1]). Moreover, by Definition (I3)
we have that [E, f̃2] = (

a( f ᵀ)D−1 + b( f ᵀ)D
)

f̃2 − f̃2
(

a( f ᵀ)D−1 + b( f ᵀ)D
)

) =
0. Since a( f ᵀ)D−1 f̃2 ∈ Hom(V [−D + 3], V [D]), b( f ᵀ)D f̃2 ∈ Hom(V [−D +
2], V [D−1]), f̃2a ∈ Hom(V [D−1], V [D−2]) and f̃2b ∈ Hom(V [D], V [D−3]),
we have a( f ᵀ)D−1 f̃2 = b( f ᵀ)D f̃2 = f̃2a = f̃2b = 0. Explicitly, using Eq. (4.27)
we get b( f ᵀ)D f̃2 = bt( f ᵀ)D−1 = 0, which implies

bt = 0 . (4.28)

Moreover, using again Eq. (4.27) we get f̃2b = f sb = 0, which implies

sb = 0 . (4.29)

Next, let A = ( f + E)s and let v ∈ V [D]. We have, by Eq. (4.27),

Av = ( f + E − f̃2)v = f v − f̃2v = f (1 − t)v .

Repeating the same computation D times, we get (cf. Eq. (4.25)) ADv = f Dv, and
applying A one more time we get

AD+1v = E f D(1 − t)Dv = b(1 − t)Dv = bv . (4.30)

For the last equality we used (4.28). By Eqs. (4.27) and (4.30) we have

AD+2v = ( f + E − f̃2)bv = f bv − f sbv = f (1 − s)bv = f bv ,

where in the last equality we used (4.29). Repeating the same computation D − 1
times we get

A2Dv = f D−1bv .

Applying A again, we finally get

A2D+1v = E f D−1bv = abv . (4.31)
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Since A is non-zero semisimple, A2D+1 is non-zero semisimple as well. Moreover,
from Eq. (4.31) we have that A2D+1V [D] ⊂ V [D] and A2D+11V [D] = ab thus
showing that ab is non-zero semisimple and concluding the proof. 
�

4.2.6 No integrable elements for f inW

In this subsection we will use the decomposition

V = V2 ⊕ V�=2 , where V�=2 =
⊕

i �=2

Vi . (4.32)

Proposition 4.16 There are no integrable elements for f in W.

Proof By contradiction, let E = c( f ᵀ)D−1 ∈ W , where c is as in (4.22), be integrable
for f . Since gE1 is coisotropic, by Proposition 4.9 we have c2 = 0. Clearly, f + E =
( f + E)1V2 + ( f + E)1V�=2 , and f + E preserves the direct sum decomposition
(4.32). Note that ( f + E)1V�=2 = f 1V�=2 which is nilpotent. On the other hand, it is
not difficult to check that if v ∈ V2, then we have ( f + E)2Dv = c2v = 0. Hence,
( f + E)1V2 is nilpotent as well. This proves that f + E is nilpotent, contradicting the
fact that it is integrable. 
�

As a consequence of Propositions 4.12, 4.14 and 4.16 we get the following.

Corollary 4.17 If E ∈ gk , k ≥ 1, is an integrable element for f ∈ glN or slN , then
k = d or k = d−1. In other words, f +E is integrable if and only if it is an integrable
cyclic or quasicyclic element.

Remark 4.18 For g = glN , the triple (0, f ,1V ) satisfies Definition (I1), (I2) and (I3).
However, 1V ∈ g0.

4.2.7. Here we reformulate the results on quasi-cyclic elements in g = glN or slN in
terms of polar linear groups. First, note that gd−1 is naturally identified with the space

Hom(V [D − 1], V [D]) ⊕ Hom(V [D], V [D − 1]) (4.33)

(recall Eq. (4.19)) with the action of the group Z(s) defined by the natural action of
GLr2 ×GLr1 (recall that dim V [D] = r1 and dim V [D − 1] = r2). This linear group
is polar since it is a theta group.

Proposition 4.14 says that an element E = ϕ ⊕ ψ from (4.33) is integrable if and
only if

ϕ ◦ ψ = λ1r1 , λ ∈ F, λ �= 0. (4.34)

It follows that for existence of an integrable E in gd−1 it is necessary and sufficient
that

r1 ≤ r2. (4.35)
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Suppose that condition (4.35) holds. Then for the polar linear group GLr2 ×GLr1
acting on (4.33) one can choose a Cartan subspace C , consisting of the following
matrices (in some bases of V [D − 1] and V [D]);

C = {

(A 0) ⊕ (A 0)ᵀ | A = diag(λ1, . . . , λr1) ∈ Matr1×r1

}

.

Then condition (4.34) on an element from C means that λ21 = · · · = λ2r1 = λ2,
hence λ j = ±λ for all j . Since the Weyl group of C contains all sign changes of
diagonal elements, up to the action of the Weyl group and rescaling, C contains a
unique integrable element (1r1 0)⊕ (1r1 0)

ᵀ. Due to Theorem 3.16 (b), any integrable
E ∈ gd−1 is Z(s)-conjugate to C . Thus we obtain the following theorem.

Theorem 4.19 Let g = glN or slN and let f ∈ g be a non-zero nilpotent element of
depth d, corresponding to the partition (4.1).

(a) If there exists an integrable E ∈ g j , j ≥ 1, for the nilpotent element f , then j = d
or d − 1.

(b) The linear group Z(s)|gd−1 is polar.
(c) The element f admits an integrable element E ∈ gd−1 if and only if r1 ≤ r2. Pro-

vided that this condition holds, there exists a unique, up to equivalence, integrable
element E ∈ gd−1 for f .

Remark 4.20 It follows from [8] and the above discussion that for a nilpotent element
f ∈ slN there exists E ∈ g j , such that the element f + E is semisimple if and only
if j = d and p2 = 1, or j = d − 1 and r1 = r2 and p3 = 1. This claim was stated in
[5], where the associated integrable Hamiltonian systems were also discussed.

4.3 General setup for symplectic and orthogonal Lie algebras

Recall from [1] that nilpotent orbits of spN (respectively soN ) are in one-to-one cor-
respondence with partitions p of N as in (4.1) with the property that if pa is odd
(respectively even), then ra is even, 1 ≤ a ≤ s.

Let V be the N -dimensional vector space over F with basis {eα}α∈I , where I is an
index set for the basis, which can be identified with the set of boxes in the pyramid
associated to p (cf. Fig. 1). Given α ∈ I we let α′ ∈ I correspond to the box in the
same rectangle as α reflected with respect to the center of the rectangle. For example,
in Fig. 1, if α is the box labelled by 17, then α′ is the box labelled by 24, while if α is
the box labelled by 23, then α′ is the box labelled by 18.

Clearly, α′′ = α. Let η = ±1, and choose a map ε : I → {±1} with the properties
that

εαεα′ = η , εαεβ = −1 , for α, β adjacent boxes in the same row .

(4.36)

For example, let ν : I → {1, 2, . . . , N } be the ordering of the boxes of the pyramid
going from right to left and then from bottom to top. Then εα = (−1)ν(α) satisfies the
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properties in (4.36) with η = (−1)N+1. It is easy to see that for every choice of η such
a map ε : I → {±1} exists.

Let us define on V a bilinear form 〈· | ·〉 : V ⊗ V → F letting

〈eα|eβ〉 = εαδα,β ′ , α, β ∈ I . (4.37)

Lemma 4.21 The bilinear form (4.37) satisfies (v,w ∈ V )

〈v|w〉 = η〈w|v〉 .

Proof From Eqs. (4.36) and (4.37) we have

〈eβ |eα〉 = εβδα′,β = εα′δα′,β = ηεαδα,β ′ = η〈eα|eβ〉 , α, β ∈ I .


�
Given A ∈ End V , let us denote by A† its adjoint with respect to the bilinear form

(4.37). By Lemma 4.21, we have that

g = {A ∈ End V | A = −A†} � spN (resp. soN ) , η = −1 (resp. η = 1) .

(4.38)

We denote by Eα,β ∈ End V , α, β ∈ I , the elementary matrices: Eα,βeγ = δβ,γ eα .

Lemma 4.22 We have that (Eα,β)† = εαεβEβ ′,α′ , α, β ∈ I .

Proof By a straightforward computation, we get (α, β, γ, η ∈ I )

〈Eα,βeγ |eη〉 = δβ,γ 〈eα|eη〉 = εαδβ,γ δα,η′ = εαεβεγ δβ,γ δα,η′

= εαεβδα,η′ 〈eγ |eβ ′ 〉 = εαεβ〈eγ |Eβ ′,α′eη〉 .

The claim follows. 
�
For every α, β ∈ I , we let

Fα,β = Eα,β − εαεβEβ ′,α′ ∈ g . (4.39)

Note also that

Fβ ′,α′ = −εαεβFα,β , α, β ∈ I . (4.40)

Lemma 4.23 Let A = ∑

α,β∈I aα,βEα,β ∈ End V .

(a) A ∈ g if and only if aβ ′,α′ = −εαεβaα,β , for every α, β ∈ I .
(b) If A ∈ g, then

A = 1

2

∑

α,β

aα,βFα,β .
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Proof Straightforward. 
�

The following commutation relations hold (α, β, γ, η ∈ I ):

[Fα,β, Fγ,η] = δγ,βFα,η − δη,αFβ,γ − εαεβδα′,γ Fβ ′,η + εαεβδη,β ′Fγ,α′ .

(4.41)

If we depict, as in Sect. 4.2.1, the basis elements of V as boxes of a symmetric pyramid
associated to the partition p (cf. Fig. 1), let, as usual, f be the endomorphism which
corresponds to ”shifting to the left.” Then, f ∈ g. Indeed, using the second property in
(4.36), we have f = ∑

α←β Eα,β = 1
2

∑

α←β Fα,β . Note that the ”shift to the right”
operator f ᵀ lies in g as well.

As in Sect. 4.2.1, let h ∈ End V be the diagonal endomorphism of V whose eigen-
value on eα is the x-coordinate of the center of the box labeled by α (see Fig. 1) which
we denote by xα . We then have the h-eigenspace decomposition of V (4.4) where
D = p1 − 1 is the maximal eigenvalue of h.

Note that xα′ = −xα and we have

h =
∑

α∈I
xαEα,α = 1

2

∑

α∈I
xαFα,α ∈ g .

Clearly, the matrices Fα,β are eigenvectors with respect to the adjoint action of h:

(ad h)Fα,β = (xα − xβ)Fα,β . (4.42)

This defines a Z-grading of g, given by the ad h-eigenspaces as in (1.1):

gk = SpanF{Fα,β | xα − xβ = k} . (4.43)

Recalling the definition (4.8) of the spaces V±,i , we have an isomorphism f Di :
V−,i → V+,i , i = 1, . . . , s. Then the bilinear form (4.37) induces non-degenerate
bilinear forms βi (· , ·) : V+,i ⊗ V+,i → F, i = 1, . . . , s, defined by

βi (v,w) := 〈v| f Di w〉 , v, w ∈ V+,i . (4.44)

Using Lemma 4.21 and the fact that f † = − f , we have (v,w ∈ V+,i )

βi (v,w) = (−1)Di ηβi (w, v) . (4.45)

4.4 Integrable triples in g = spN

For η = −1, the Lie algebra (4.38) is g � spN . In this case the depth of the grading
(4.43) is d = 2D = 2p1−2. To see this, we describe explicitly the space g2D (clearly,
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gk = 0, for k > 2D). Let A ∈ Hom(V [−D], V [D]), and let Ā = A f D ∈ End(V [D]).
We have

β1( Āv,w) = 〈A f Dv| f Dw〉 = (−1)D〈v| f D A† f Dw〉 = (−1)Dβ1(v|A†w) .

Hence, the adjoint of Ā ∈ End V [D] with respect to β1 is

Ā� = (−1)D A† . (4.46)

As a consequence, we have a bijection

g2D � {B ∈ End(V [D]) | B� = (−1)p1B} , A �→ Ā . (4.47)

Using Eqs. (4.45) and (4.47) we have that, if p1 is even, then gd is identified with
the space of selfadjont (with respect to the symmetric bilinear form β1 in (4.44))
endomorphisms of V [D], while if p1 is odd then gd � sp(V [D], β1).

4.4.1 The centralizer z(g≥2)

From Lemma 4.23 we have that E ∈ gk can be decomposed as

E =
∑

xα−xβ=k

cαβFαβ , cβ ′,α′ = −εαεβcα,β . (4.48)

Proposition 4.24 The centralizer of g≥2 in g is z(g≥2) = W ⊕ gd−1 ⊕ gd , where

W = SpanF{Fαβ | xα = D − 1, xβ = −D + 1} ⊂ gd−2 .

Proof As in Lemma 4.6 we have z(g≥2) ⊂ g≥0. Let α̃, β̃ ∈ I be such that xα̃ = D and
xβ̃ ≤ D−2 (the box β̃ is completely at the left of the box α̃). Then Fα̃β̃ ∈ g≥2. Hence,
letting E as in (4.48), and using the commutation relations (4.41) and Eq. (4.40) we
get

0 = [Fα̃β̃ , E] =
∑

xα−xβ=k

cαβ [Fα̃β̃ , Fαβ ] =
∑

x
β̃
−xβ=k

2cβ̃βFα̃β −
∑

xα−D=k

2cαα̃Fαβ̃ .

(4.49)

If k ≥ 1, then the condition xα − D = k ≥ 1 is empty. Hence,

∑

x
β̃
−xβ=k

cβ̃βFα̃β = 0 ,

which implies that that cαβ = 0 if xα ≤ D − 2. Using the second equation in (4.48),
we have also that cαβ = 0 if xβ ≥ −D+2. If k = 0, a similar argument to the one used
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in the proof of Lemma 4.6 shows that Eq. (4.49) implies E = 0. As a consequence,
E ∈ W ⊕ gd−1 ⊕ gd . On the other hand, by Proposition 4.7, we have

W ⊕ gd−1 ⊕ gd = z((glN )≥2) ∩ g ⊂ z(g≥2) .


�

Recalling the definition of integrable triples given in the Introduction, by Proposi-
tion 4.24, if E is an integrable element for f , then E ∈ (W ⊕ gd−1 ⊕ gd)∩ g≥1 (note
that gd−1 ⊕ gd ⊂ g≥1 for p1 ≥ 2, and W ⊂ g≥1 for p1 ≥ 3).

4.4.2 The coisotropy condition

An element E ∈ gd−1 can be uniquely written as E = A − A†, where A ∈
Hom(V [−D + 1], V [D]). Let

a = A f D−1A† f D ∈ End(V [D]). (4.50)

Proposition 4.25 Let E ∈ gd−1. The subspace gE1 is coisotropic with respect to the
bilinear form (1.2) if and only if a = 0.

Proof By Lemma 4.3 with B = −A†, we have that ad E ◦ (ad f )−1 ◦ ad E |g−d = 0
if and only if

[a, ( f ᵀ)DU ] = 0 , for every U ∈ g−d .

Note that g−d ∼= gd and that ( f ᵀ)Dg−d ⊂ End(V [D]). By the description of gd
given in (4.47) we have that ( f ᵀ)Dg−d = {B ∈ End(V [D]) | B� = (−1)p1B},
where the adjoint is with respect to the bilinear form β1 defined in (4.44). Recall that
a ∈ End(V [D]). Using Eq. (4.46), its adjoint with respect to the bilinear form β1 is

a� = (−1D)(A f D−1A†)† f D = −a .

Hence, by (4.47), if p1 is odd, then a = 0 since it lies in the center of sp(V [D], β1).
On the other hand, if p1 is even, a = 0 since it is a skewadjoint operator commuting
with all selfadjoint operators. 
�

Now, let E ∈ W = SpanF{Fαβ | xα = D − 1, xβ = −D + 1} ⊂ gd−2. As in
Sect. 4.2.3 we write E = c( f ᵀ)D−1, where c ∈ End(V [D − 1]).
Proposition 4.26 Let E = c( f ᵀ)D−1 ∈ W. The subspace gE1 is coisotropic with
respect to the bilinear form (1.2) if and only if c2 = 0.

Proof Same as the proof of Proposition 4.9. 
�
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4.4.3 Integrable E ∈ gd

Recall from Sect. 4.2.4 that E = u( f ᵀ)D , where u ∈ End(V [D]). The following
result follows from Lemmas 4.10 and 4.11.

Proposition 4.27 Let g = spN and f its nonzero nilpotent element of depth d. Then
E = u( f ᵀ)D ∈ gd is integrable for f if and only if u is semisimple.

4.4.4 No integrable elements for f in gd−1 ⊕ W

Recall the element a, defined by (4.50) for E ∈ gd−1, and the element c , defined by
(4.22) for E ∈ W .

Proposition 4.28 There are no integrable elements for f in gd−1 ⊕ W.

Proof By contradiction, let E ∈ gd−1 be an integrable element for f . Since gE1 is
coisotropic, by Proposition 4.25, we have a = 0. Clearly, f + E = ( f + E)1V≤2 +
( f +E)1V≥3 , and f +E preserves the direct sum decomposition V = V≤2⊕V≥3. Note
that ( f + E)1V≥3 = f 1V≥3 is nilpotent. On the other hand it is not difficult to check
that ( f + E)2D−1v = av = 0 for every v ∈ V≤2. Hence, ( f + E)1V≤2 is nilpotent
as well. This proves that f + E is nilpotent, contradicting the fact that it is integrable.
The proof of the claim for E ∈ W is the same as the proof of Proposition 4.16. 
�

As a consequence of Propositions 4.27 and 4.28 we get the following.

Corollary 4.29 Let g = spN and f its non-zero nilpotent element. The element f + E,
where E ∈ gk , k ≥ 1, is integrable if and only if f + E is an integrable cyclic element.

4.5 Integrable triples in g = soN for nilpotent elements of even depth

Recall that for η = 1 in (4.36), the algebra (4.38) is g � soN .

Lemma 4.30 [cf. [8,13]] The depth d of the grading (1.1) for g = soN is

(i) d = 2D for r1 ≥ 2;
(ii) d = 2D − 1 for p1 odd, r1 = 1, p2 = p1 − 1;
(iii) d = 2D − 2 for p1 odd, r1 = 1, p2 ≤ p1 − 2.

Proof As in Sect. 4.4, let A ∈ Hom(V [−D], V [D]), D = p1 − 1, and consider
Ā = A f D ∈ End(V [D]). Then, the adjoint of Ā with respect to the bilinear form
β1 defined in (4.44) is given by Eq. (4.46) and the space g2D is described in (4.47).
Using Eq. (4.45) we have that, if p1 is even (hence r1 is even), then g2D is identified
with the space of selfadjont (with respect to the skewsymmetric bilinear form β1)
endomorphisms of V [D], while if p1 is odd then g2D � so(V [D], β1). It follows that
the depth of the grading (4.43) is d = 2D when r1 = dim V [D] ≥ 2, proving case (i).

If r1 = 1 (hence p1 is odd), then g2D = {0} and d < 2D. Consider first the case
when p2 = p1 − 1. In this case, V [D] is one dimensional and V [−D + 1] is an
r2-dimensional vector space. Furthermore, g2D−1 = {A − A† | A ∈ Hom(V [−D +
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1], V [D])} � V [−D + 1]∗. Hence, in this case the depth of the grading (4.43) is
d = 2D − 1, proving case (ii).

We are left to consider the case r1 = 1 and p2 ≤ p1 − 2. In this case d = 2D − 2.
Indeed, Fα1,αp1−1 ∈ g2D−2, where α1 is the rightmost box of the pyramid (which is in
the bottom row) and αp1−1 is the second leftmost box of the bottom row, is a non-zero
element. 
�

4.5.1 Even depth d = 2D

Proposition 4.31 We have that z(g≥2) = W ⊕ gd−1 ⊕ gd , where

W = SpanF{Fαβ | xα = D − 1, xβ = −D + 1} ⊂ gd−2 .

Proof Similar to the proof of Proposition 4.24. 
�
Proposition 4.32 (i) Let, as in Sect. 4.4.2, E = A − A† ∈ gd−1, with A ∈

Hom(V [−D], V [D − 1]), and let a = A† f D−1A f D ∈ End(V [D]). If p1 is
even and r1 = 2, then the subspace gE1 is coisotropic with respect to the bilinear
form (1.2). In the other cases, gE1 is coisotropic if and only if a = 0.

(ii) Let E ∈ W and let, as in Sect. 4.4.2, c = E f D−1 ∈ End(V [D − 1]). The
subspace gE1 is coisotropic with respect to the bilinear form (1.2) if and only if
c2 = 0.

Proof As in the proof of Proposition 4.25 we have that ad E ◦(ad f )−1 ◦ad E |g−d = 0
if and only if [a, ( f ᵀ)DU ] = 0, for every U ∈ g−d and that a ∈ End(V [D]) is
skewadjoint with respect to the bilinear form (4.44). Note that g−d ∼= gd and that, by
Eq. (4.47), we have ( f ᵀ)Dg−d = {B ∈ End(V [D]) | B� = (−1)p1B}End(V [D]) ⊂
End(V [D]). If p1 is odd, then a = 0 since it lies in the center of so(V [D], β1). On the
other hand, if p1 is even (this implies r1 even), then a is a skewadjoint operator (with
respect to a skewsymmetric bilinear form) commuting with all selfadjoint operators
with respect to the same bilinear form. This gives no condition on a when r1 = 2, but
implies that a = 0 for r1 > 2. This proves part i). The proof of part ii) is similar to
the proof of Proposition 4.9. 
�

Let p1 be even and r1 = 2 = dim(V [D]). Let us choose a basis {u, v} of V [D]
such that

β1(u, v) = 〈u| f Dv〉 = 1 ,

where the bilinear form β1 on V [D] defined in (4.44) is skew-symmetric by (4.45).
Then, clearly { f ku, f hv | 0 ≤ h, k ≤ D} is a basis of V1. In particular V [−D] =
F f Du ⊕ F f Dv.

For everyw ∈ V , let us denote byφ(w) : V → F the linear functionalφ(w)(w1) =
〈w|w1〉, w1 ∈ V . Hence, we can write

A = xφ(v) + yφ(u) , (4.51)
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for some x, y ∈ V [D − 1]. Then

A† = uφ(y) + vφ(x) . (4.52)

Indeed, using the fact that β1(w1, w1) = 0, for every w1 ∈ V [D] we have

〈A f Du|w〉 = −〈x |w〉 = 〈 f Du|A†w〉 , 〈A f Dv|w〉 = 〈y|w〉 = 〈 f Dv|A†w〉 .

Hence, in this case, E can be uniquely written as

E = xφ(v) + yφ(u) − uφ(y) − vφ(x) , x, y ∈ V [D − 1] . (4.53)

Lemma 4.33 With respect to the basis {u, v} of V [D] we have that

a = A† f D−1A f D =
(−β2(x, y) β2(y, y)

−β2(x, x) β2(x, y)

)

, (4.54)

where β2 is defined by (4.44).

Proof We have, by (4.51) and (4.52),

a(u) = A† f D−1A f Du = A† f D−1
(

〈v| f Du〉x + 〈u| f Du〉y
)

= −A† f D−1x = −
(

〈y| f D−1x〉u + 〈x f D−1x〉v
)

= −β2(y, x)u − β2(x, x)v ,

which gives the first coloumn in the matrix (4.54). Similarly for the second column. 
�
Proposition 4.34 Let E ∈ gd−1 be as in (4.53) and let a ∈ End(V [D]) be as in (4.54).
If a is a non-zero semisimple element, then ( f + E)n ∈ g−2.

Proof By assumption, a is a non-zero semisimple element. In (4.54) a is represented
by a 2×2 traceless matrix. Hence, it is non-zero semisimple if and only if det(a) �= 0.
This implies that x and y are linearly independent. Let

Ũ = {w ∈ V [D − 1] | β2(x, w) = β2(y, w) = 0} ⊂ V [D − 1] .

Since β2 is non-degenerate and det(a) �= 0 it easily follows that

V [D − 1] = Fx ⊕ Fy ⊕ Ũ .

As a consequence, applying f repeatedly, we get

V2 = Vx ⊕ Vy ⊕U ,
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where

Vx = ⊕D−1
k=0 F f k x , Vy = ⊕D−1

k=0 F f k y , U = ⊕D−1
k=0 f kŨ .

Note that ( f + E)1U⊕V≥3 = f 1U⊕V≥3 is nilpotent and commutes with ( f +
E)1V1⊕Vx⊕Vy . Moreover, it is not difficult to check that

( f + E)2D+1w = aw , w ∈ V1 ⊕ Vx ⊕ Vy . (4.55)

Let q(t) denote the minimal polynomial of a, which has non-zero distinct roots since
a is non-zero semisimple. Equation (4.55) implies that the minimal polynomial of
( f + E)1V1⊕Vx⊕Vy divides q(t2D+1) which obviously has also distinct roots. Then
( f + E)1V1⊕Vx⊕Vy is semisimple. In conclusion, the Jordan decomposition of f + E
has ( f + E)s = ( f + E)1V1⊕Vx⊕Vy and ( f + E)n = f 1U⊕V≥3 ∈ g−2. 
�

The next result characterizes integrable elements for soN when the depth of the
grading is d = 2D.

Theorem 4.35 Let g = soN and let f ∈ g be a non-zero nilpotent element of depth
d = 2D, D = p1 − 1.

(i) Let E ∈ gd and let, as in Sect. 4.2.4, u = E f D ∈ End(V [D]). Then E is
integrable for f if and only if u is semisimple.

(ii) Let E ∈ gd−1 and let, as above E = A − A†, where A ∈ Hom(V [−D], V [D −
1]), and a = A† f D−1A f D ∈ End(V [D]). Then E is integrable for f if and
only if p1 is even, r1 = 2 and det a �= 0.

(iii) If E ∈ W, then E cannot be integrable for f .

Proof Part i) follows by Proposition 4.12. If p1 is even and r1 = 2 part ii) follows
from Proposition 4.32i), Lemma 4.15 and Proposition 4.34. The remaining claim in
part ii) and iii) can be proved in the same way as for the proof of Proposition 4.28
using Proposition 4.32. 
�
Remark 4.36 We have a non-zero E ∈ gd−1 if and only if p2 = p1 − 1 (otherwise
dim gd−1 = 0). In this case, if r2 = 1, there are no elements E ∈ gd−1 satisfying the
assumption of Theorem 4.35ii). Indeed, since dim V [D − 1] = r2 = 1, x and y are
linearly dependent thus a defined in (4.54) is nilpotent.

4.5.2 Even depth d = 2D − 2

Proposition 4.37 The centralizer of g≥2 in g is z(g≥2) = gd−1 ⊕ gd .

Proof Clearly, z(g≥2) ⊂ g≥0. By degree considerations, z(g≥2) ⊃ gd−1 ⊕ gd . On the
other hand, let 1 ∈ I be the label of the rightmost box of the pyramid associated to p
(note that x1 = D) and p1 ∈ I be the label of the leftmost box (note that xp1 = −D).
Let also β̃ ∈ I be such that xβ̃ ≤ D − 2 (the box β̃ is completely at the left of the
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box 1). Then F1β̃ ∈ g≥2. Hence, letting E as in Eq. (4.48), using the commutation
relations (4.41), the second equation in (4.48) and (4.40), we have that

0 = [F1β̃ , E] =
∑

xα−xβ=k

cαβ [F1β̃ , Fαβ ] =
∑

x
β̃
−xβ=k

2cβ̃βF1β −
∑

xα−D=k

2cα1Fαβ̃ .

(4.56)

If k ≥ 1, then the condition xα − D = k ≥ 1 implies that xα ≥ 1 + D, which is
empty. Hence, cαβ = 0 if xα ≤ D − 2 and β �= p1 (since F1,p1 = 0 by (4.40) and
(4.36)). Using the second equation in (4.48), we have also that cαβ = 0 if α �= 1 and
xβ ≥ −D + 2. Since V [D − 1] = V [−D + 1] = 0, we have

E =
∑

xβ=D−k

c1βF1β .

Let then assume that α̃, β̃ ∈ I are such that xα̃ − xβ̃ ≥ 2. Then

0 = [Fα̃β̃ , E] = 2δxα̃ ,D−kc1,α̃F1,β̃ . (4.57)

If xα̃ = D − k, then −D ≤ xβ̃ ≤ D − 2 − k. Hence, Eq. (4.57) implies that c1β = 0
for xβ > −D + 3, thus showing that E ∈ gd ⊕ gd−1.

If k = 0, a similar argument to the one used in the proof of Lemma 4.6 shows that
E = 0. 
�

In the sequel, we are going to use the following basis of V1. Let v+ ∈ V+,1 be such
that β1(v+, v+) = 1. Then we consider the basis { f kv+}Dk=0 of V1. We also denote
v− = f Dv+.

An element E ∈ gd can be uniquely written as E = A − A†, for some A ∈
Hom(V [−D], V [D − 2]). Note that V [D] = Fv+ and V [D − 2] = F f v+ ⊕ V+,2.
Hence,

E = (a + λ f v+)φ(v+) − v+(φ(a) + λφ( f v+)) , (4.58)

for some λ ∈ F and a ∈ V+,2.
Let now E ∈ gd−1 instead. It can be uniquely written as E = B − B†, where

B ∈ Hom(V [−D], V+,3). Hence, B = bφ(v+), for some b ∈ V+,3, and we can write

E = bφ(v+) − v+φ(b) . (4.59)

We also set

β = 〈b| f D−3b〉 . (4.60)

Proposition 4.38 Let E ∈ gd−1 be as in (4.59) and let β be as in (4.60). The subspace
gE1 is coisotropic with respect to the bilinear form (1.2) if and only if β = 0.
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Proof Let E = B − B† ∈ gd−1 and let U = X − X† ∈ gd , for some X ∈
Hom(V [D], V [−D + 2]). Recall that B = bφ(v+). Hence, 1 f V B = 0. Moreover,
B† = v+φ(b), Hence, B†1 f ᵀV = 0. By Proposition 3.13 and Lemma 4.5 we have
that gE1 is coisotropic if and only if

( f ᵀ)D−2XB† f D−3B = B† f D−3AX†( f ᵀ)D−2 = 0 , (4.61)

for every X ∈ Hom(V [D], V [−D + 2]). Note that the middle term in equation
in (4.61) is the adjoint of the first term. Hence, gE1 is coisotropic if and only if
( f ᵀ)D−2XB† f D−3B = 0 for every X ∈ Hom(V [D], V [−D + 2]). Then, we have

0 =
(

( f ᵀ)D−2XB† f D−3B
)

(v−) = β( f ᵀ)D−2X(v+) .

Since X is arbitrary we get β = 0. 
�
The next result characterizes integrable elements for soN when the depth of the

grading is d = 2D − 2.

Theorem 4.39 Let g = soN and let f ∈ g be a nilpotent element of even depth
d = 2D − 2, D = p1 − 1.

(i) Let E ∈ gd be as in (4.58), where λ ∈ F and a ∈ V+,2, and let also α =
〈a| f D−2a〉. E is integrable for f if and only if either α �= 0, or α = a = 0 and
λ �= 0.

(ii) There are no integrable elements for f in gd−1.

Proof In order to prove part (i) one can use the same arguments that will be used for
the proof Theorem 5.6 (ii) (in fact, part (i) of the present Theorem corresponds to the
special case b = 0 of Theorem 5.6 (ii)). Let us then prove part (ii). Let E ∈ gd−1 be as
in (4.59) and let β be as in (4.60). If E is integrable for f , then gE1 must be coisotropic.
By Proposition 4.38, then β = 0, and, as one can easily check, f + E is nilpotent.
This contradicts the fact that E is integrable and proves part (ii). 
�
Remark 4.40 Theorem4.39 (i) follows fromTheorem3.15 since in this case Z(s)|gd =
st(SOr2) ⊕ 1 (see Table 1).

4.5.3. Let us reformulate the results, obtained in Sect. 4.5 about integrable quasicyclic
elements in terms of polar linear groups.

First, actions of centralizers of the sl2-triples for nilpotent elements in simple Lie
algebras of classical types on gd−1 are given in the following table:

In Tables 2 and 3, for a G-module V , D(V ) stands for the G-module V ⊕ V ∗.
Cartan subspaces for the entries in Table 2 are as follows.

• For D
(

st(slr1)
∗ ⊗ st(slr2) ⊗ F

)

: let us identify the representation space with
st(slr1) ⊗ st(slr2)

∗ + st(slr1)
∗ ⊗ st(slr2); then, a Cartan subspace is spanned by

ui ⊗v∗
i +u∗

i ⊗vi , i = 1, . . . ,min(r1, r2), where ui , u∗
i , resp. vi , v

∗
i are dual bases

of st(slr1) and st(slr2) respectively.
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• For st(so2m+possibly 1) ⊗ st(sp2n): let u1, …, um , (possibly u0,) u−m , …, u−1 be
a basis of F2m+possibly 1 and v1, …, vn , v−n , …, v1 be a basis of F2n ; then, the
subspace C spanned by {ui ⊗ vi + u−i ⊗ v−i | i = 1, . . . ,min(m, n)} is a Cartan
subspace.

• For
∧2 st(spr2): as in subsection 4.1.3, case (d).

• For st(sor3): as in subsection 4.1.3, case (a).

Theorem 4.41 Let g = soN , let f ∈ g be a non-zero nilpotent element of even depth
d and let p = (p(r1)

1 , p(r2)
2 , . . .) be the corresponding partition. Then

(a) All the linear groups Z(s)|gd−1 are polar, and described in Table 2.
(b) There exists an integrable quasi-cyclic element for f if and only if p1 is even,

r1 = 2, and p2 = p1−1, r2 ≥ 2. Such an element is the unique, up to equivalence,
element f + E, where E ∈ gd−1 is semisimple with respect to Z(s).

Proof (a) follows from Table 2, since all these linear groups are theta groups.
In order to prove (b), note that in the case in question, Z(s)|gd−1 = st(Sp2) ⊗

st(SOr2), for which the rank equals 1. This shows that, up to equivalence, there is at
most one integrable quasi-cyclic element. Its existence follows from Theorem 4.35
(ii). 
�

4.6 Integrable quasi-cyclic elements in exceptional Lie algebras for nilpotent
elements of even depth

By the quasi type in the last column we mean whether f + E for a generic E ∈ gd−1
is semisimple or mixed (meaning neither semisimple nor nilpotent).

4.6.1 Nilpotent elements with label A1

A representative for the orbit with label A1 is given by a negative root vector e−α —
arbitrary for type E and a long one for F4 and G2. Depth is 2, and a 1-dimensional
Cartan subspace for z(s)|g1 is spanned by the vector E = v∗+v∗, where v∗, resp. v∗ is
the highest, resp. lowest weight vector. Moreover E satisfies the coisotropy condition,
and the quasi-cyclic element f + E is semisimple.

4.6.2 Nilpotent element with label ˜A1 in F4

A representative f for ˜A1 is given by a short root vector. Depth is 2, with g1 of
dimension 8. The representation z(s)|g1 is the direct sum V = V1⊕V2 of two standard
representations of sl4, and a Cartan subspace is spanned by E = v1 + v2, where v1

is a highest weight vector for V1 and v2 a lowest weight vector for V2. This E does
not satisfy the coisotropy condition, which implies that all quasi-cyclic elements are
nilpotent.

4.6.3 Nilpotent element with label 2A1 in E6

A representative f for 2A1 is given by the sum of any two commuting root vectors.
Depth is 2, and z(s)|g1 is as in Example 2.10, so we can choose a basis {E1, E2} of
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Table 4 Odd nilpotent elements f of even depth in exceptional g, for which Z(s)|gd−1 has only trivial
invariants

g Nilpotent f d z(s) | gd−1

F4 A2 + ˜A1 00 10 4 st(sl2)

B2 12 00 6 0

C3(a1) 01 10 6 st(sl2)

C3 21 10 10 st(sl2)

E6 A3

2

1100000011 6 0

A3 + A1

1

0011001100 6 st(sl2)

A5

1

2211001122 10 st(sl2)

D5(a1)

2

1111001111 10 0

E7 A3

0

220000001100 6 0

A3 + A1

0

110011000000 6 st(sl2)

A3 + 2A1

0

110000110011 6 st(sl2) ⊕ st(sl2)

D4(a1) + A1

1

001100000011 6 st(sl2) ⊕ st(sl2)

D4 + A1

1

221100000011 10 0

D5(a1)

0

220011001100 10 0

A5

0

110011002200 10 st(sl2)

A5 + A1

0

110011001122 10 st(sl2)

D6(a2)

1

001100110022 10 st(sl2)

D5 + A1

1

221100111100 14 0

D6(a1)

1

221100110022 14 0

D6

1

221100112222 14 0

E8 A3

0

11000000000022 6 0

A3 + A1

0

00000000110011 6 st(sl2)

A3 + 2A1

0

00110000000011 6 st(sl2) ⊕ st(sp4)
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Table 4 continued

g Nilpotent f d z(s) | gd−1

D4(a1) + A1

1

00000000001100 6 st(sl2) ⊕ st(sl2) ⊕ st(sl2)

D4 + A1

1

00000000001122 10 0

D5(a1)

0

11000000001122 10 0

A5

0

22000000110011 10 st(sl2)

D5(a1) + A1

0

00001100000022 10 0

A5 + A1

0

11001100000011 10 st(sl2) ⊕ st(sl2)

D5(a1) + A2

0

00110000110011 10 st(sl2)

D6(a2)

1

00110000001100 10 st(sl2) ⊕ st(sl2)

E6(a3) + A1

0

11000011001100 10 st(sl2)

E7(a5)

0

00001100110000 10 st(sl2)

D5 + A1

0

11000011001122 14 0

D6(a1)

1

00110000001122 14 0

A6 + A1

0

11001100110000 14 st(sl2)

E7(a4)

0

00001100110022 14 0

D6

1

22110000001122 18 0

E6(a1) + A1

0

11001100110022 18 0

E7(a3)

0

22001100110022 18 0

E6 + A1

0

11001100112222 22 0

E7(a2)

1

00110011002222 22 0

D7

1

22110011110011 22 st(sl2)

E7(a1)

1

22110011110011 26 0

E7
1

22110011222222 34 0
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a Cartan subspace as there, with E1 = v+ + v− and E2 = v− + v+. Coisotropy
condition for E = x1E1 + x2E2 turns out to be x21 = x22 . We then check that both
f +x(E1+E2) and f +x(E1−E2) are semisimple for x �= 0. These are all integrable
quasi-cyclic elements f + E for E from the Cartan subspace.

In fact these two solutions E1 + E2 and E1 − E2 are equivalent under the action
of Z(s). This can be seen as follows. Take

f = f111
1
11 + f123

1
21,

then

E1 = e000
0
01 + e111

1
10, E2 = e111

0
00 + e012

1
21.

Consider the element H of the Cartan subalgebra determined by the following
values of simple roots on it:

0 2 0 −2 0
0

Its eigenvalues on g are −2, 0, 2, so it defines a Z-grading g = g−2 ⊕ g0 ⊕ g2 of g.
Moreover f , E1 ∈ g0, e111

0
00 ∈ g2 and e012

1
21 ∈ g−2, i. e.

[H , f ] = [H , E1] = 0, [H , e111
0
00] = 2e111

0
00, [H , e012

1
21] = −2e012

1
21.

Hence, in the corresponding Z/2Z-grading g = g0 ⊕ g1, where g0 = g0 and g1 =
g2 ⊕ g−2, one has f , E1 ∈ g0 and E2 ∈ g1. Let αH be the inner automorphism
corresponding to this Z/2Z-grading, i.e., αH (x) = x for x ∈ g0 and αH (x) = −x for
x ∈ g1. ThenαH ( f ) = f ,αH (E1) = E1 andαH (E2) = −E2. HenceαH (E1+E2) =
E1 − E2 and αH (E1 − E2) = E1 + E2, so αH interchanges the above solutions.

4.6.4 Nilpotent element with label 2A1 in E7

Also here, a representative f for 2A1 is given by the sum of any two commuting
root vectors. Depth is 2, and z(s)|g1 is as in Example 2.11, so we can choose a basis
{v1, v2} of a Cartan subspace as there, with v1 = v�+v−� and v2 = e−ε1e−ε2−ε3v�+
eε1eε2+ε3v−�. Coisotropy condition for E = x1v1 + x2v2 turns out to be x21 + x22 = 0
and x21 − x22 = 0, which implies that all quasi-cyclic elements are nilpotent.

4.6.5 Nilpotent element with label 2A1 in E8

As in two previous cases, a representative f for 2A1 is given by the sum of any two
commuting root vectors. Depth is 2, and z(s)|g1 is spin13, so, as in [10, Proposition
10], we can choose a basis {v1, v2} of a Cartan subspace as there, with v1 = v� +v−�

and v2 = e−ε1e−ε2e−ε3v� + eε1eε2eε3v−�, where� is the highest weight. Coisotropy
condition for E = x1v1 + x2v2 turns out to be, as in the previous case, x21 + x22 = 0
and x21 − x22 = 0, which implies that all quasi-cyclic elements are nilpotent.
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4.6.6 Nilpotent elements with label A2 + A1 in E6, E7 and E8

Here depth is 4, the algebra z(s) is gl3 for E6, gl2 for E7 and sl6 for E8. The repre-
sentation z(s)|g3 is a direct sum V1 ⊕ V2 of two copies of a standard representation
of sl3 for E6, of sl2 for E7 and of sl6 for E8. A Cartan subspace of g3 is spanned by
E = v1 + v2, where v1 is a highest weight vector for V1 and v2 is a lowest weight
vector for V2. Each of these E satisfies the coisotropy condition, and the quasi-cyclic
element f + E is semisimple.

4.6.7 Nilpotent element with label A2 + 2A1 in E6, E7 and E8

Depth is 4. Here z(s)|g3 is V ⊗ st(sl2), where V is st(so2) for E6, st(so4) for E7 and
spin7 for E8. In all three cases a Cartan subspace is spanned by E = v∗ ⊗v∗ +v∗ ⊗v∗,
where v∗ denote highest weight vectors and v∗ the lowest weight vectors, both for V
and for st(sl2). This E does not satisfy the coisotropy condition, so that all quasi-cyclic
elements are nilpotent.

4.6.8 Nilpotent elements with label A4 + A1 in E6, E7 and E8

Depth is 4. The representation z(s)|g3 is 2-dimensional, it is st(so2) with a 1-
dimensional Cartan subspace spanned by E = v∗ + v∗, where v∗, resp. v∗ is the
highest, resp. lowest weight vector. This E satisfies the coisotropy condition, and
f + E is semisimple.

4.6.9 Nilpotent elements with label A3 + A2 in E7 and E8

Depth is 6. The algebra z(s) is sl2 plus a 1-torus for E7 and sp4 plus a 1-torus for
E8. The representation z(s)|g5 is direct sum V+ ⊕ V− of two copies of a standard
representation, with the torus acting as ±1 on V±. It has a 1-dimensional Cartan
subspace spanned by E = v+ + v−, the sum of the highest weight vector of V+ and
the lowest weight vector of V−. This E does not satisfy the coisotropy condition, so
that all quasi-cyclic elements are nilpotent.

4.6.10 Nilpotent element with label A2 + 3A1 in E8

Depth is 4, and z(s)|g3 is st(G2)⊗st(sl2), with 1-dimensional Cartan subspace spanned
by E = v∗ + v∗, the sum of the highest and the lowest weight vectors. This E does
not satisfy the coisotropy condition, which means that all quasi-cyclic elements are
nilpotent.

4.6.11 Nilpotent element with label A3 + A2 + A1 in E8

Depth is 6, and z(s)|g5 is st(sl2)⊗st(so3),with 1-dimensionalCartan subspace spanned
by E = v∗ + v∗, the sum of the highest and the lowest weight vectors. This E does
not satisfy the coisotropy condition, which means that all quasi-cyclic elements are
nilpotent.
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4.6.12 Nilpotent element with label A4 + 2A1 in E8

Depth is 8, the algebra z(s) is sl2 plus a 1-torus, and the representation z(s)|g7 is the
direct sum V+ ⊕V− of two copies of st(sl2), with the torus acting by ±1 on V±. It has
a 1-dimensional Cartan subspace spanned by E = v++v−, the sum of the highest and
the lowest weight vectors of V+, resp. V−. This E satisfies the coisotropy condition,
and the quasi-cyclic element f + E has Jordan decomposition ( f s + E) + f n where
f s, f n ∈ g−2 are nilpotent elements with labels A4 + A1 and A1 respectively. This
gives an integrable triple for this case.

4.6.13 Nilpotent element with label A4 + A2 + A1 in E8

Depth is 8, the algebra z(s) is sl2, and z(s)|g7 is its 4-dimensional irreducible repre-
sentation. It has a 1-dimensional Cartan subspace spanned by E = v∗ + v∗, the sum
of the highest and the lowest weight vectors. This E does not satisfy the coisotropy
condition, so that all quasi-cyclic elements are nilpotent.

4.6.14 Nilpotent element with label D7(a2) in E8

Depth is 14, and z(s)|g13 is the standard representation of so2. It has a 1-dimensional
Cartan subspace spanned by E = v∗+v∗, the sum of the highest and the lowest weight
vectors. This E satisfies the coisotropy condition, and the quasi-cyclic element f + E
is semisimple.

Remark 4.42 It was proved in [5] that for a long root vector f ∈ g �= spN there exists
a unique, up to equivalence, integrable quasi-cyclic element. This covers f of type A1
in all exceptional g (see Table 3).

Conclusion

Due to Theorem 3.16 (b), Sects. 4.6.1, 4.6.3, 4.6.8, 4.6.12, and 4.6.14 describe all
integrable quasi-cyclic elements f + E for nilpotent elements f of even depth for all
examples from Table 3, up to conjugation by Z(s). Obviously even nilpotent elements
and the nilpotent elements from Table 4 have no integrable quasi-cyclic elements. As
a result, we see that for each nilpotent element f of even depth in an exceptional
simple Lie algebra either there are no integrable quasi-cyclic elements f + E , or, up
to equivalence, there is exactly one.

5 Integrable quasi-cyclic elements associated to nilpotent elements
of odd depth

Recall that if f ∈ g is a nilpotent element of odd depth d, then all elements of the
Z(s)-module gd are nilpotent [8, Theorem 1]. Actually the linear group Z(s)|gd is the
full symplectic group, [9, Remark 2], hence it is polar. Thus, by Lemma 3.14, if f has
odd depth, there are no integrable cyclic elements f + E , with E ∈ gd .
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By [8], if g is a classical Lie algebra, nilpotent elements f of odd depth exist only
in son , and for g exceptional, such f are listed in [8, Table 1]. These two cases are
treated in Sects. 5.1 and 5.2 respectively.

5.1 Integrable quasi-cyclic elements in soN for nilpotent elements of odd depth

Let g = soN and let f ∈ g be a nilpotent element associated to the partition p as in
(4.1). Assume that it has odd depth d = 2D − 1, D = p1 − 1. By Lemma 4.30, this
happens when p1 is odd, r1 = 1 and p2 = p1 − 1.

We realize the Lie algebra g ad in (4.38), with η = 1, and we let {Fα,β, α, β ∈ I }
be the set of generators of g defined in (4.39). The first result describes z(g≥2), the
centralizer of g≥2 in g.

Proposition 5.1 We have that z(g≥2) = gd−1 ⊕ gd .

Proof The proof is similar to the proof of Proposition 4.37. For completeness, we
replicate the argument. Clearly, z(g≥2) ⊂ g≥0. By degree considerations, z(g≥2) ⊃
gd−1⊕gd . On the other hand, let 1 ∈ I be the label of the rightmost box of the pyramid
associated to p (note that x1 = D) and p1 ∈ I be the label of the leftmost box (note
that xp1 = −D). Let also β̃ ∈ I be such that xβ̃ ≤ D − 2 (the box β̃ is completely
at the left of the box 1). Then F1β̃ ∈ g≥2. Hence, letting E as in Eq. (4.48), using the
commutation relations (4.41), the second equation in (4.48) and (4.40), we have that

0 = [F1β̃ , E] =
∑

xα−xβ=k

cαβ [F1β̃ , Fαβ ] =
∑

x
β̃
−xβ=k

2cβ̃βF1β −
∑

xα−D=k

2cα1Fαβ̃ .

(5.1)

If k ≥ 1, then the condition xα − D = k ≥ 1 implies that xα ≥ 1 + D, which is
empty. Hence, cαβ = 0 if xα ≤ D − 2 and β �= p1 (since F1,p1 = 0 by (4.40) and
(4.36)). Using the second equation in (4.48), we have also that cαβ = 0 if α �= 1 and
xβ ≥ −D + 2. Hence, we can write

E =
∑

xα=D−1
xβ=−D+1

cα,βFαβ +
∑

xβ=D−k

c1βF1β .

Note that the first sum lies in gd−1. Let then assume that E = ∑

xβ=D−k c1βF1β and

that α̃, β̃ ∈ I are such that xα̃ − xβ̃ ≥ 2. Then

0 = [E, Fα̃β̃ ] = 2δxα̃ ,D−kc1,α̃F1,β̃ . (5.2)

If xα̃ = D − k, then −D ≤ xβ̃ ≤ D − 2 − k. Hence, Eq. (5.2) implies that c1β = 0
for xβ > −D + 2, thus showing that E ∈ gd ⊕ gd−1.

If k = 0, a similar argument to the one used in the proof of Lemma 4.6 shows that
E = 0. 
�
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By the discussion at the beginning of this section and Proposition 5.1, if ( f1, f2, E)

is an integrable triple, then E ∈ gd−1.
Recall that dim V [D] = r1 = 1, and let v+ ∈ V [D] be such that 〈 f Dv+|v+〉 = 1.

We consider the basis { f kv+}Dk=0 of V1 (cf. Sect. 4.5.2). Let also v− = f Dv+.

Lemma 5.2 There is a bijective correspondence between the triples (λ, a, b), where
λ ∈ F, a ∈ V+,3 and b ∈ End(V+,2) selfadjoint with respect to the bilinear form β2
on V+,2 defined by (4.44), and the elements E ∈ gd−1, given by

(λ, a, b) �→ E = (a + λ f v+)φ(v+) − v+(φ(a) + λφ( f v+)) + b( f ᵀ)D−1 ,(5.3)

where φ(v) ∈ V ∗ is given by φ(v)(u) = 〈v|u〉 (cf. Sect. 4.5.1).
Proof An element E ∈ gd−1 can be uniquely written as

E = A − A† + B ∈ gd−1 , (5.4)

where A ∈ Hom(V [−D], V [D − 2]), B = −B† ∈ Hom(V [−D + 1], V [D − 1]).
Recall that V [−D] = Fv− and that we have the decomposition V [D− 2] = F f v+ ⊕
V+,3. Hence, we can uniquely write Av− = λ f v+ + a, for λ ∈ F and a ∈ V+,3.
Hence,

A = (a + λ f v+)φ(v+) (5.5)

and

A† = v+(φ(a) + λφ( f v+)) . (5.6)

Furthermore, let us define b = B f D−1 ∈ End(V+,2). Since D2 = p2 −1 = p1 −2 =
D−1 and p1 is odd, then the bilinear form (4.44) β2 on V+,2 is skewsymmetric. Note
that, for v,w ∈ V+,2 we have

β2(bv,w) = 〈bv| f D−1w〉 = 〈v|(− f )D−1(−B) f D−1w〉
= 〈B f D−1v| f D−1w〉 = 〈v| f D−1bw〉 = β2(v, bw) .

Hence, b is self-adjoint with respect to β2. A similar computation shows that, if b is
selfadjoint with respect to β2, then B = b( f ᵀ)D−1 ∈ gd−1. 
�
Proposition 5.3 Let E ∈ gd−1 be as in (5.3). The subspace gE1 is coisotropic with
respect to the bilinear form (1.2) if and only if

b2 − 2λb + α = 0 , (5.7)

where

α = 〈a| f D−2a〉 . (5.8)
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Proof Let E = A − A† + B ∈ gd−1 as in (5.4) and let U = X − X† ∈ gd , where
X ∈ Hom(V [D], V [−D + 1]). Note that the two equations in (4.13) are equivalent
in the present setting. Hence, by Proposition 3.13 and Lemma 4.4 we have that gE1 is
coisotropic if and only if

B f D−1BX( f ᵀ)D = BX( f ᵀ1 f V A − A†1 f ᵀV f ᵀ) − ( f ᵀ)D−1X A†

1V− f D−21V+ A , (5.9)

for every X . From Eqs. (5.5) and (5.6) we immediately have

1V+ A = aφ(v+) , 1 f V A = λ f v+φ(v+) ,

A†1V− = v+φ(a) , A†1 f ᵀV = λv+φ( f v+) .
(5.10)

Using Eq. (5.10) we rewrite Eq. (5.9) as

b2( f ᵀ)D−1X = (2λb − α)( f ᵀ)D−1X(v+)φ(v+) . (5.11)

Applying both sides of (5.11) to v+ we get

b2( f ᵀ)D−1X(v+) = (2λb − α)( f ᵀ)D−1X(v+) . (5.12)

Equation (5.7) follows from (5.12) since X is arbitrary. 
�
In order to prove the main result of this section we need the following.

Lemma 5.4 If a �= 0 and α = 0, then ( f + E)n /∈ g−2.

Proof Note that, since a �= 0, V+,3 = V [D − 2] ∩ V+ �= 0. From Eq. (5.3), we have

( f + E)D−1a = E f D−2a = −〈a| f D−2a〉v+ = −αv+ .

Hence, if α = 0, we have ( f + E)D−1(a) = 0. Recall that the bilinear form (4.37)
is non-degenerate. Hence, there exists w ∈ V−,3 such that 〈a|w〉 = 1. Let u =
2λw + f D−1v+. By Eq. (5.3) we have

( f + E)(u) = v− − λv+ , ( f + E)2(u) = a .

Thus we get that u lies in the generalized eigenspace of f + E of eigenvalue 0 and
( f + E)s(u) = 0. This implies that ( f + E)n(u) = ( f + E)(u) = v− − λv+. On the
other hand, u ∈ V [−D + 2], while v− ∈ V [−D] and v+ ∈ V [D]. As a consequence,
( f + E)n /∈ g−2. 
�
Lemma 5.5 Let X = ( f + E)1V1⊕V3 and let us assume that α �= 0. Then Xn ∈ g−2.

Proof Since α �= 0, we have a �= 0 and the direct sum decomposition

V+,3 = V [D − 2] ∩ V+ = Fa ⊕ Ker φ( f D−2a)1V+,3 .
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Let Va = ⊕D−2
k=0 F f ka and U = ⊕D−2

k=0 F f k Ker φ(a)1V+,3 . Then, we have the direct
sum decomposition V1 ⊕ V3 = V1 ⊕ Va ⊕ U . Note that X(V1 ⊕ Va) ⊂ V1 ⊕ Va ,
X(U ) ⊂ U and X1U is nilpotent. Fixing, for example, the basis { f kv+, f ha|0 ≤ k ≤
D, 0 ≤ h ≤ D − 2} of V1 ⊕ Va it is straightforward to check that the characteristic
polynomial of X1V1⊕Va is x2D − 2λxD + α. Hence, if α �= λ2, then X1V1⊕Va is
semisimple. In this case the Jordan decomposition of X = Xs+Xn has Xs = X1V1⊕Va
and Xn = X1U ∈ g−2, as claimed. If instead α = λ2, then the nilpotent part of
X1V1⊕Va is the following element of g−2

1

D
( f 1V1 − f 1Va ) + 1

Dλ

D−2
∑

k=0

(

(− f )kaφ(( f ᵀ)kv−) − λ2

α
f k+2v+φ( f D−2−ka)

)

.

(The proof of this fact is straightforward and is omitted). 
�
The following main result of this subsection characterizes integrable quasi-cyclic

elements for soN associated to nilpotent elements of odd depth.

Theorem 5.6 Let g = soN and let f ∈ g be a nilpotent element of odd depth d =
2D − 1, where D = p1 − 1. Let E ∈ gd−1 be decomposed as in (5.3) and let α be as
in (5.8). Then E is integrable for f if and only if the following two conditions hold:
(i) b is semisimple with minimal polynomial dividing x2 − 2λx + α, (ii) if a = 0 then
λ �= 0, while if a �= 0 then α �= 0.

Proof First note that ( f + E)1V2 = f 1V2 + b( f ᵀ)D−1. By Propositions 5.3 and 4.12
, ( f + E)1V2 is integrable if and only if b is semisimple and its minimal polynomial
divides x2 − 2λx + α, i.e. condition (i) holds. Furthermore, ( f + E)1V≥4 = f 1V≥4

and ( f + E)(V1 ⊕ V3) ⊂ V1 ⊕ V3. Since f 1V≥4 is nilpotent and commutes with both
( f + E)1V2 and ( f + E)1V1⊕V3 , we are left to understand when X = ( f + E)1V1⊕V3
is integrable. By Lemma, 5.4 X is not integrable if a �= 0 and α = 0. If a = α = 0,
then λ �= 0, otherwise E = 0 (indeed if λ = α = 0, then b = 0). When λ �= 0, then
X is semisimple since its minimal polynomial is x(xD − 2λ) which has distinct roots
(see Example 2.12 in [4]). If α �= 0, then the result follows from Proposition 5.3 and
Lemma 5.5. 
�
Remark 5.7 The integrable element E ∈ gd−1 constructed in Example 2.12 in [4]
corresponds to the choice λ = 1 and a = b = 0 in Theorem 5.6.

Let us reformulate the results obtained in this subsection in terms of polar linear
groups.

Theorem 5.8 Let g = soN and let f ∈ g be a nilpotent element of odd depth d, so
that the corresponding partition has the form p = (p1, (p1−1)(r2), (p1−2)(r3), . . .),
and d = 2p1 − 3. Then

(a) The linear group Z(s)|gd−1 (rather its unity component) is isomorphic to the direct
sum of polar linear groups

∧2
st(Spr2) ⊕ st(SOr3) ⊕ 1, (5.13)

123



117 Page 58 of 64 A. De Sole et al.

hence is polar. This linear group leaves invariant the non-degenerate symmetric
bilinear form, defined by

(a, b) =
(

(ad f )
d−1
2 a | b

)

, (5.14)

where (· | ·) is the trace form on g. Consequently, we may identify Z(s)|gd−1
with the space of triples (b, a, λ), where b is a selfadjoint operator on F

r2 with a
skewsymmetric non-degenerate bilinear form, a ∈ F

r3 , and λ ∈ F.
(b) A triple E = (b, a, λ) ∈ gd−1 is an integrable element for f if and only if the

following holds:

(i) b is semisimple and its minimal polynomial divides x2 − 2λx + (a, a),
(ii) λ �= 0 if a �= 0; (a, a) �= 0 if a �= 0.

Proof In order to compute Z(s)|gd−1, consider the subalgebra gZ = ⊕

j∈Z g2 j of g,
which contains s and gd−1. It is a direct sum of orthogonal subalgebras g′ and g′′, so
that f = f ′ + f ′′, f ′ ∈ g′, f ′′ ∈ g′′, where f ′ (resp. f ′′) corresponds to the odd part
(p1, (p1 − 2)(r3), . . .) (resp. even part ((p1 − 1)(r2), . . .)) of the partition p, which
give contributions st(SOr3)⊕1 and

∧2 st(Spr2), respectively, to (5.13) (cf. [8]). This
proves (a). Claim (b) follows from Theorem 5.8 and claim (a). 
�

Remark 5.9 Another simple example of an integrable E is (λIr2 , a, λ2), where λ �= 0
and (a, a) = λ2.

5.2 Integrable quasi-cyclic elements in exceptional Lie algebras for nilpotent
elements of odd depth

We begin by explaining details of calculations that were used to produce Table 1 in
[4] (see Table 5).

As in [4], st(a) denotes the standard representation of the Lie algebra a (which is
the 26-dimensional for a = F4). In this Table rank = dim gd−1//Z(s). We call f to
be of semisimple (resp. mixed) quasi type if there exist E ∈ gd−1, such that f + E is
semisimple (resp. not nilpotent).

Notation for the nilpotent elements describes them as principal nilpotent elements
in the corresponding Levi subalgebras. For example, in E8 there is a unique, up to
conjugacy, Levi subalgebra of type 2A2 +A1; then f is the sum of the corresponding
negative simple root vectors. In E7 there are two, up to conjugacy, Levi subalgebras of
type 3A1; 3A′

1 stands for the one whose principal nilpotent has odd depth in E7 (the
principal nilpotent for the other one has even depth). Finally, in F4 and G2 tilde means
that we take the negative short simple root vector.

Except for the nilpotent with label A1 + ˜A1 in F4, Cartan subspaces in g1 with
respect to the z(s)-module structure are given by the zero weight spaces of these
modules.
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5.2.1 Nilpotent elements with label 3A1 in E6, E8 and 3A′
1 in E7

All these conjugacy classes have representatives of the form f = e−α1 + e−α2 +
e−α3 , sums of three pairwise commuting negative simple root vectors. For E6 and E8
these can be arbitrary three commuting root vectors, while in E7 arbitrary under the
restriction that f has odd depth. One checks that in this case the subspace C ⊆ g2
spanned by eα1 , eα2 , eα3 is a Cartan subspace with respect to the action of Z(s). The
coisotropy condition on E = x1eα1 + x2eα2 + x3eα3 is

x21 + x22 + x23 − 2x1x2 − 2x1x3 − 2x2x3 = 0.

The subalgebra generated by e±αi , i = 1, 2, 3, is the direct sum of three copies of sl2,
and it is straightforward to check that f +E is semisimplewhen x1, x2, x3 are arbitrary
nonzero numbers satisfying the coisotropy condition. When one of them is zero, say,
x1 = 0, then the coisotropy condition forces x2 = x3 = x �= 0, in which case the
Jordan decomposition of f + x(eα2 + eα3) is (e−α2 + e−α3 + x(eα2 + eα3)) + e−α1

and we get an integrable triple ( f1, f2, E), where f1 has label 2A1 and f2 has label
A1.

5.2.2 Nilpotent elements with label 2A2 + A1 in E6, E7 and E8

This case is described in [4, Example 2.14]. Here d = 5. We can take

f = e−α1 + e−α2 + e−β1 + e−β2 + e−γ ,

where α1 + α2 and β1 + β2 are roots, while no other pairwise sum of the αi , β j and γ

is a root. One then checks that the subspace of gd−1, spanned by eα1+α2 and eβ1+β2 ,
is a Cartan subspace. The coisotropy condition for E = xeα1+α2 + yeβ1+β2 is then
x = y, and for E = x(eα1+α2 + eβ1+β2) the Jordan decomposition of the quasi-cyclic
element f + E is (e−α1 + e−α2 + e−β1 + e−β2 + x(eα1+α2 + eβ1+β2)) + e−γ . This
is straightforward to check after restricting considerations to the subalgebra of type
A2 +A2 +A1 containing both f and E . We thus obtain integrable triple ( f1, f2, E),
where f1 has label 2A2 and f2 has label A1.

Clearly in such way we obtain all possible integrable triples that might occur in this
case: if all three of the x1, x2, x3 are nonzero, we obtain the integrable triple ( f , 0, E),
while if some of them are zero, we necessarily get the integrable triples ( f1, f2, E) as
above.

5.2.3 Nilpotent elements with label 4A1 in E7 and E8

These conjugacy classes have representatives of the form f = e−α1 + e−α2 + e−α3 +
e−α4 , sums of four pairwise commuting root vectors. One checks that in this case the
subspace C ⊆ g2 spanned by eα1 , eα2 , eα3 , eα4 is a Cartan subspace with respect to
the action of Z(s). The coisotropy condition on E = x1eα1 + x2eα2 + x3eα3 + x4eα4
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is

x2i + x2j + x2k − 2xi x j − 2xi xk − 2x j xk = 0,

where {i, j, k} is any three-element subset of {1, 2, 3, 4} for E8, while for E7 it can be
any three-element subset except one of them.

For E8 the resulting system of quadratic equations has only zero solution, which
means, by Lemma 3.11, that in this case there are no non-nilpotent quasi-cyclic ele-
ments.

For E7, choose some numbering, say, such, that the equations correspond to {i, j, k}
equal to {1, 2, 3}, {1, 2, 4} or {1, 3, 4}; then, the system has five solutions, correspond-
ing to

E = x(eα2 + eα3 + eα4),

E = x(4eα1 + eα2 + eα3 + eα4),

E = x(4eα1 + 9eα2 + eα3 + eα4),

E = x(4eα1 + eα2 + 9eα3 + eα4),

E = x(4eα1 + eα2 + eα3 + 9eα4).

The subalgebra generated by e±αi , i = 1, 2, 3, 4, is a direct sum of 4 copies of sl2,
which easily implies that the last four solutions give semisimple quasi-cyclic elements,
while the first solution gives a quasi-cyclic element with the Jordan decomposition
(e−α2 + e−α3 + e−α4 + x(eα2 + eα3 + eα4)) + e−α1 , which gives an integrable triple
( f1, f2, E) where f1 has label 3A1 and f2 has label A1.

This exhausts all possible integrable triples in this case, since the coisotropy equa-
tions do not have any other solutions.

5.2.4 Nilpotent element with label 2A2 + 2A1 in E8

We can take

f = e−α1 + e−α2 + e−β1 + e−β2 + e−γ + e−δ,

where α1 +α2 and β1 +β2 are roots, while no other pairwise sum of the αi , β j , γ and
δ is a root. A Cartan subspace in gd−1 is spanned by eα1+α2 and eβ1+β2 . We then find
that the coisotropy condition on E = xeα1+α2 + yeβ1+β2 are x− y = 0 and x+ y = 0,
hence, by Lemma 3.11, all quasi-cyclic elements are nilpotent.

5.2.5 Nilpotent element with label 2A3 in E8

We can take

f = e−α1 + e−α2 + e−α3 + e−β1 + e−β2 + e−β3 ,
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where α1 + α2, α2 + α3, α1 + α2 + α3, β1 + β2, β2 + β3 and β1 + β2 + β3 are
roots, while no other sum of the αi and β j is a root. A Cartan subspace in gd−1 is
spanned by eα1+α2+α3 and eβ1+β2+β3 . We then find that the coisotropy condition on
E = xeα1+α2+α3 + yeβ1+β2+β3 are x(x + 4y) = 0 and y(4x + y) = 0, hence, by
Lemma 3.11, all quasi-cyclic elements are nilpotent.

5.2.6 Nilpotent element with label A4 + A3 in E8

We can take

f = e−α1 + e−α2 + e−α3 + e−α4 + e−β1 + e−β2 + e−β3 ,

where α1 + α2, α2 + α3, α3 + α4, α1 + α2 + α3, α2 + α3 + α4, α1 + α2 + α3 + α4,
β1 + β2, β2 + β3 and β1 + β2 + β3 are roots, while no other sum of the αi and β j

is a root. A Cartan subspace in gd−1 is spanned by eα1+α2+α3+α4 . We then find that
the coisotropy condition on E = xeα1+α2+α3+α4 is x = 0, hence, by Lemma 3.11, all
quasi-cyclic elements are nilpotent.

5.2.7 Nilpotent element with label A7 in E8

We can take

f = e−α1 + e−α2 + e−α3 + e−α4 + e−α5 + e−α6 + e−α7 ,

where α1, …, α7 form simple roots for a root subsystem of type A7. Here gd−1 is one-
dimensional, spanned by eα1+···+α7 , and for E = xeα1+···+α7 the coisotropy condition
fails unless x = 0, so that there are no quasi-cyclic elements whatsoever.

5.2.8 Nilpotent element with label A1 + ˜A1 in F4

Take f = f1220 + f1232.
Here z(s)|gd−1 is the direct sum of a 5-dimensional irreducible and 1-dimensional

trivial representation of sl2. The subspace of gd−1 spanned by E0 = e1220, E1 =
e1222 + e1232 + e1242 and E2 = e1222 − e1232 + e1242 is a Cartan subspace. Coisotropy
condition on E = x0E0 + x1E1 + x2E2 is

x20 + 4x21 + 4x22 − 4x0x1 + 4x0x2 + 8x1x2 = 0.

Subalgebra generated by f and the Cartan subspace is a direct sum of three copies of
sl2, and the matrix of f + E in the standard representation of this subalgebra is

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 x0 0 0 0 0
1 0 0 0 0 0
0 0 0 x1 0 0
0 0 2 0 0 0
0 0 0 0 0 x2
0 0 0 0 −2 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠
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It follows that the quasi-cyclic element f +E with E as above satisfying the coisotropy
condition, is semisimple except for the cases

x0 = 0, x1 = −x2;
x1 = 0, x0 = −2x2;
x2 = 0, x0 = 2x1.

The Jordan decomposition of f + E in these cases is, respectively,

( f1232 + E) + f1220;
( f1220 + 1

2
(− f1222 + f1232 − f1242) + E) + 1

2
( f1222 + f1232 + f1242);

( f1220 + 1

2
( f1222 + f1232 + f1242) + E) + 1

2
(− f1222 + f1232 − f1242).

In all three cases we thus get an integrable triple ( f1, f2, E), where f1 has label ˜A1
and f2 has label A1.

These three cases, together with the case when the quasi-cyclic element is semisim-
ple, give all possible integrable triples for this case.

5.2.9 Nilpotent element with label ˜A2 + A1 in F4

A Cartan subspace is given by the zero weight space of the adjoint representation of
sl2, and none of its nonzero vectors satisfies the coisotropy condition. It follows from
Lemma 3.11 that all quasi-cyclic elements are nilpotent.

5.2.10 Nilpotent element with label ˜A1 in G2

This nilpotent does not produce any quasi-cyclic elements, as Example 2.8 in [4]
shows. Namely, the depth is 3, and g2 is 1-dimensional, spanned by e12; its centralizer
has zero intersection with g1, and the zero subspace is not coisotropic.

Conclusion

Due to Theorem 3.16 (a), Sects. 5.2.1, 5.2.2, 5.2.3, and 5.2.8 describe all integrable
quasi-cyclic elements f + E for nilpotent elements f of odd depth, for all exceptional
simple Lie algebras, up to conjugation by Z(s). In particular, an integrable quasi-cyclic
element exists for such f , except for seven cases, described in the Introduction.
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