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## Introduction

Stochastic equations, both differential and nondifferential, play an important role in many problems of statistics of random processes, in particular, in problems of estimating the unknown parameters of semimartingales. Many problems of the estimation theory are reduced to the investigation of questions connected with the solvability (both strong and weak) of stochastic differential equations (SDEs) and with the asymptotic behavior of solutions of stochastic estimational equations.

The formalization of a statistical problem and the desire to study it from the standpoint of generality which is implied by the very essence of a statistical problem make it necessary to consider new specific problems of stochastic analysis and use new methods of investigating previously known problems. Such problems include the investigation of special types of stochastic differential equations and properties of their solutions, and also the asymptotic behavior of the roots of estimational equations in the case of a model disturbance in various formulations. Using the methods of martingale theory, one can make a general statistical model with filtration and an important particular case of it, in which models are associated with semimartingales, the objects of the research.

This monograph is concerned with studies of this kind.
Chapter 1 deals with the structure of all solutions of the Carathéodory-type stochastic differential equation whose drift coefficient satisfies the well-known Carathéodory condition from the theory of ordinary differential equations.

The statistical problem that leads to such SDEs is the innovation problem for the nonlinear filtering (estimation). Our assumption is that the investigated processes are Itô processes. Our aim is to present such a process without losing information as a simpler and more convenient process for studying a dif-fusion-type process. In doing so, it should only be assumed that the drift coefficient of the desired Itô process is square integrable (with respect to the Lebesgue measure) with probability 1 . It is desirable not to strengthen the principal assumption which is natural in many senses (in investigating the absolute continuity of measures of the corresponding processes, the structure of Itô functionals and diffusion-type processes and so on).

However, the problem in such a general formulation has turned out to be rather difficult and still remains unsolved.

Under various additional restrictions both on the structure of the processes considered and on the kind of dependence of the processes participating in the scheme, this problem has been solved by many authors. We will speak on this in more detail below when discussing the results of Chapter 2. Here, in Chapter 1, the drift process is assumed to be a random variable independent of a Wiener process participating in the scheme. Then the principal assumption holds trivially. Our aim is to confirm the validity of the hypothesis about the existence of innovations (under the above-mentioned assumption only) in this particular case.

However, it has turned out that the corresponding SDE (this problem is reduced to the proof of its strong solvability) has a singularity at the point $t=0$ and, therefore, the well-known results from the SDE theory are not applicable in this case. Therefore, we have developed a theory of such SDEs and

[^0]studied the global and local properties of solutions, as well as the structure of the integral funnel of all solutions and so on. As a result, we have obtained a solution of the considered statistical problem.

Chapter 2 deals with the construction of an innovation process for the observed component of a partially observable diffusion-type process in the one- and multidimensional cases. Such problems arise in the estimation theory of partial likelihood schemes, the nonlinear filtering theory, and the theory of stochastic control by incomplete data.

As mentioned above, the considered problem belongs to the range of previously existing problems which demand new methods for their investigation. In particular, such methods include the generalized Bayes formula, linear integral inequalities derived for the functional of "filter," the stochastic version of the Gronwall-Bellman lemma and so on. It is interesting to note that to solve even a one-dimensional problem, one should use the multidimensional version of the lemma mentioned above. The use of these methods made it possible to get rid of many assumptions like the assumption of smoothness on the coefficients of the scheme.

In Chapter 3 the robust estimators for statistical models associated with semimartingales are constructed. We consider models with shrinking contamination neighborhoods, where a sequence of alternative measures is contiguous to a sequence of basic measures. As the basic class of estimators, we consider the class of generalized CLAN (consistent, linear, asymptotically normal) estimators. Note that here stochastic equations also play an important role, in particular, in the construction of these estimators. One of the construction methods consists in studying the solvability of stochastic estimational equations and the asymptotic behavior of their solutions for the model disturbance. Thus, we studied the problem of the local limiting behavior of the roots of such equations by the appropriately generalized Dugue-Kramer-Le Breton method. We also studied the global limiting behavior of the roots of these equations and obtained the desired CLAN estimators. Using the results obtained, we construct B-robust estimators with respect to the risk functional determined by the asymptotic mean-square error.

In considering the general model of statistical experiments we give the definition of the notion of "shrinking contamination neighborhoods" and formulate the minimax optimization problem. We also develop methods for finding optimal score functions, which, as it turns out, are the Huber functions.

We investigate the problem of robustness in two stages. In stage 1 we study separately and in great detail an important particular case of the discrete time. The well-known special models of time series are discussed. In stage 2 we consider the general case associated with semimartingales.

Finally, in Chapter 4 we introduce and investigate the Robbins-Monro-type stochastic differential equation and, in particular, study the question whether the solution of this equation is convergent with probability 1. Many generalized schemes of stochastic approximation and recursive estimation can be reduced to equations of the considered type. In this context, we have obtained a theorem which includes as particular cases many familiar results. The question how the results obtained here are related to the previously known results is studied when treating the special cases.

Theorems and facts from the general theory of random processes used in the present work can be found in $[8,21,39,48,52,59,63,82,88,99,130]$.

Chapter 1 deals with the following one-dimensional SDE:

$$
\begin{equation*}
d \xi_{t}=A\left(t, \xi_{t}\right) d t+d W_{t}, \quad 0 \leq t \leq T, \xi_{0} \tag{0.1}
\end{equation*}
$$

where the function $A(t, x):[0, T] \times \mathbb{R}_{1} \rightarrow \mathbb{R}_{1}$ is a Borel-measurable function with respect to a pair $(t, x)$, $W=\left(W_{t}\right)$ is a standard Wiener process, and $\xi_{0}$ is a random variable, independent of $W$. We study the structure of all solutions of this SDE.

In Sec. 1.1 we prove (Theorem 1.1) that Eq. (0.1) has a pathwise unique strong solution if and only if it has a weak solution unique in law.

This result and a method of proof based on the Tanaka-Meyer formula and the Yamada-Watanabe theorem [37,126] were at first published in 1981 [101]. An analogous approach was developed in [62, 80] in 1983 (see also $[51,84]$ ).

The consideration of the example given at the end of Sec. 1.1 naturally leads to the question: what is a sufficiently wide class of conditions for the existence and uniqueness of a weak or strong solution of Eq. (0.1), without requiring, in general, that the measure corresponding to the constructed solution be necessarily absolutely continuous with respect to a Wiener measure? Moreover, it will be interesting to find conditions which would, perhaps, guarantee only the existence of weak and strong solutions of Eq. (0.1) and, in this connection, to consider the relation between the sets of these solutions, in other words, to study the structure of the class of all solutions of Eq. (0.1).

Note that Eq. (0.1) is equivalent to the ordinary differential equation (with a coefficient containing "stochastics")

$$
\begin{equation*}
\frac{d \eta_{t}}{d t}=\widetilde{A}\left(t, \eta_{t}\right), \quad \eta_{0}=\xi_{0} \tag{0.2}
\end{equation*}
$$

where $\widetilde{A}(t, x)=A\left(t, x+W_{t}\right), 0 \leq t \leq T, x \in \mathbb{R}_{1}$.
As in the theory of ordinary (deterministic) differential equations, it is natural to study Eq. (0.2) by the following scheme: first to study the local structure of the solutions of (0.2) and then to find the conditions under which the solutions can be continued on the whole "time" interval.

The technique used for obtaining such theorems is the "truncation" of the coefficient of the equation and finding sufficiently simple conditions which guarantee the existence of global solutions for the equation with a "truncated" coefficient, which, obviously, leads to the existence theorems for local solutions of the initial equation (see, e.g., $[9,15]$ ).

The Carathéodory conditions are the well-known conditions of this type.
C-conditions:
(1) the function $A(t, x)$ is measurable in $t$ for any fixed $x \in \mathbb{R}_{1}$ and continuous in $x$ for any fixed $t$, $0 \leq t \leq T$;
(2) there exists a Borel-measurable function $m(t), m(t) \geq 0,0 \leq t \leq T$, such that for any $t \in[0, T]$ and $x \in \mathbb{R}_{1}$,

$$
\begin{equation*}
|A(t, x)| \leq m(t), \quad \int_{0}^{T} m(t) d t<\infty \tag{0.3}
\end{equation*}
$$

Now we consider Eq. (0.2). Note that under the Carathéodory conditions in the theory of ordinary differential equations the following statements are basic:
(a) there exists a solution of (0.2), i.e., for every fixed $\omega \in \Omega$ there exists a continuous function $\left(\eta_{t}(\omega)\right), 0 \leq t \leq T$, satisfying Eq. (0.2) with $\widetilde{A}(t, x)=A\left(t, x+W_{t}(\omega)\right)$;
(b) there exist the so-called maximal and minimal solutions of (0.2) with a fixed initial condition;
(c) the cross section of the integral funnel of the solutions (i.e., the set of all solutions of Eq. (0.2) "starting" from one point) for every $t$ represents a closed interval.

However, these statements do not provide the existence of a solution $\left(\eta_{t}(\omega)\right), 0 \leq t \leq T, \omega \in \Omega$, of Eq. (0.2) at least measurable with respect to $\omega$ and, in particular, possessing the desirable property of $\mathcal{F}^{\eta_{0}} \vee \mathcal{F}_{t}^{W}$-measurability for every $t$, where $\mathcal{F}_{t}^{W}=\sigma\left(W_{s}, s \leq t\right)$, or the existence of a strong solution of Eq. (0.2).

The natural analogue of statement (c), saying that for any $t \in[0, T]$, at least one strong solution passes through a point $\xi$ (random variable) of a random interval $I_{t_{0}}:=\left\{\xi: \underline{\xi}_{t_{0}} \leq \xi \leq \bar{\xi}_{t_{0}}\right.$ ( $P$-a.s.) $)$, where $\underline{\xi}_{t_{0}}$ and $\bar{\xi}_{t_{0}}$ are the lower and upper bounds of the integral funnel section at the point $t=t_{0}$, is not true, or, roughly speaking, strong solutions do not fill up the interval $I_{t_{0}}$. Moreover, if we consider the class of all anticipating solutions (this notion is defined below) instead of the class of strong solutions of Eq. (0.2), then the above-given statements (a), (b), and (c) hold.

It is well known $([3,51,84])$ that the continuous process $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, is a strong solution of SDE (0.1) on the given probability space $(\Omega, \mathcal{F}, P)$ and with respect to the fixed Wiener process $W=\left(W_{t}\right)$,
$0 \leq t \leq T$, and initial condition $\xi_{0}$, if the process $\xi$ is adapted to the $P$-augmented filtration $\left(\mathcal{F}^{\xi_{0}} \vee \mathcal{F}_{t}^{W}\right)$, $0 \leq t \leq T$, and satisfies $\operatorname{SDE}$ (0.1) with the initial condition $\xi_{0}$.

If the solution process $\xi$ is such that the random variable $\xi_{t}$ is $\left(\mathcal{F}^{\xi_{0}} \vee \mathcal{F}_{T}^{W}\right)$-measurable for each $t$, $0 \leq t \leq T$, then we call the process $\xi$ an anticipating solution of SDE (0.1).

Note that we introduce the notion of the anticipating solution only for equations of the type (0.1), i.e., for equations with unit diffusion coefficient.

The anticipating solution can be constructed, for example, simply as follows.
Let $\left(\xi_{t}^{1}\right)$ and $\left(\xi_{t}^{2}\right), 0 \leq t \leq T$, be two "distinct" strong solutions of Eq. (0.1) and let $A$ be an event from $\mathcal{F}_{T}^{W}=\sigma\left(W_{t}, 0 \leq t \leq T\right)$. Then it is obvious that the process

$$
\begin{equation*}
\xi_{t}=\xi_{t}^{1} I_{\{A\}}+\xi_{t}^{2} I_{\left\{A^{c}\right\}}, \quad 0 \leq t \leq T, \tag{0.4}
\end{equation*}
$$

where $I_{\{\cdot\}}$ is an indicator of the event $\{\cdot\}$, is the anticipating solution of Eq. (0.1) and each of its trajectories represents a trajectory of a strong solution (either $\left(\xi_{t}^{1}\right)$ or $\left(\xi_{t}^{2}\right)$ ). This construction suggests only that every anticipating solution can be represented as a combination of strong solutions.

In Theorem 1.5, the above-mentioned hypothesis concerning the representation of anticipating solutions in the form of a combination of strong solutions acquires a strong sense. Namely, Theorem 1.5 proves that for every anticipating solution $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, of Eq. (0.1), a measurable functional $\Phi\left(t, \omega, \omega_{1}\right), 0 \leq t \leq T, \omega, \omega_{1} \in C_{[0, T]}$ can be found, such that for any $\omega_{1} \in C_{[0, T]}$ the stochastic process $\Phi\left(\cdot, \cdot, \omega_{1}\right)$ is a strong solution of (0.1) and

$$
\xi_{t}(\omega)=\Phi(t, \omega, \omega), \quad 0 \leq t \leq T \quad(P \text {-a.s. }),
$$

where $P$ is a standard Wiener measure defined on the measure space ( $C_{[0, T]}, \mathcal{B}_{[0, T]}$ ) of continuous functions.
This theorem, together with Theorems 1.6, 1.2, 1.3, and 1.4, gives a complete description of the integral funnel of all solutions of (0.1) in terms of strong solutions.

The structure of the solutions of the stochastic equations of general type has been studied in [128,129]. The application of the methods developed in these papers to $\operatorname{SDE}(0.1)$ leads to the fact that under conditions on $A(t, x)$ (e.g., $|A(t, x)| \leq m(t), \int_{0}^{T} m^{1+\varepsilon}(t) d t<\infty, \varepsilon>0$ ) it becomes possible to present every weak solution (in a certain sense) in the form of a combination of anticipating solutions of Eq. (0.1). To be more precise, if

$$
\left(\Omega, \mathcal{F}, F=\left(\mathcal{F}_{t}\right), P, W=\left(W_{t}\right), \xi=\left(\xi_{t}\right), 0 \leq t \leq T\right)
$$

is a weak solution of Eq. (0.1), then one can find a combination of the objects

$$
\left(\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{F}=\left(\widetilde{\mathcal{F}}_{t}\right), \widetilde{P}, \widetilde{W}=\left(\widetilde{W}_{t}\right), \widetilde{\xi}=\left(\widetilde{\xi}_{t}\right), 0 \leq t \leq T, \alpha\right)
$$

( $\alpha$ is a random variable) and a measurable functional $\Phi(t, x, \omega), 0 \leq t \leq T, x \in \mathbb{R}_{1}, \omega \in C_{[0, T]}$, continuous in $t$, such that the random variable $\alpha$ is independent of the Wiener process $\widetilde{W}$ and uniformly distributed on $[0,1], \widetilde{\xi}=\left(\widetilde{\xi}_{t}\right), 0 \leq t \leq T$, and $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, have the same probability law, and for any $x \in[0,1]$, the process $\Phi(t, x, \widetilde{W})$ represents an anticipating solution of Eq. (0.1) (with $\widetilde{W}$ instead of $W$ ), and

$$
\widetilde{\xi}_{t}=\Phi(t, \alpha, \widetilde{W}), \quad 0 \leq t \leq T \quad(P \text {-a.s. }) .
$$

Obviously, the result obtained in Theorem 1.5 (the representation of an anticipating solution of Eq. (0.1) in the form of a combination of strong solutions) together with that just described (the representation of a weak solution in the form of a combination of anticipating solutions) provides us with the representation of a weak solution in the form of a combination of strong solutions.

In Theorem 1.7, a sufficient condition for the uniqueness of the solution of (0.1) is given, such that it does not suggest an absolute continuity of the measure corresponding to the solution of (0.1) with respect to a Wiener measure.

In Sec. 1.3, applying the "truncation technique" to Eq. (0.1), we deduce existence and extension theorems for the local solutions of Eq. (0.1). Here (Proposition 1.2, Theorem 1.8 and its Corollary 1.1, and Theorems 1.9, 1.10, and 1.11) conditions which guarantee the possibility of the extension of the
solutions to the whole "time" interval $[0, \infty)$ under consideration, as well as conditions of the uniqueness are given.

Note that in choosing the "truncation" function the local (i.e., with small $t$ ) properties of a Wiener process are substantially used, in particular, the Lévy law of the iterated logarithm [38].

A survey of the results as well as many aspects of the theory of SDEs close to those considered by us, can be found in [3, 47,56, 121, 131, 132].

Section 1.4 deals with special cases and examples illustrating different aspects of the suggested approach.

The last section, Sec. 1.5, is devoted to the innovation problem for the process

$$
d \xi_{t}=\theta d t+d W_{t}, \quad \xi_{0},
$$

where $\theta$ is a random variable independent of the process $W$.
The investigation of this statistical problem leads to the Carathéodory-type SDE, since the function $A(t, x)$ from (1.46) is an unbounded function near the point $t=0$.

In Sec. 1.5 we give a positive solution of this problem.
A number of papers were devoted to the problem of innovations in different schemes. We briefly describe here some of the main aspects and results.

Introduce a stochastic basis $\left(\Omega, \mathcal{F}, F=\left(\mathcal{F}_{t}\right), 0 \leq t \leq T, P\right)$ with a Wiener process $W=(W, F)$, and let a process $\beta=(\beta, F)$ be defined on it.

Let

$$
\int_{0}^{T}\left|\beta_{t}\right| d t<\infty \quad(P \text {-a.s. })
$$

and consider the Itô process $\xi=(\xi, F)$ with the differential

$$
\begin{equation*}
d \xi_{t}=\beta_{t} d t+d W_{t}, \quad \xi_{0}=0 \tag{0.5}
\end{equation*}
$$

In the general case, the existence of an innovation process for $\xi$ means that the following assertions hold.
I. (Representation). There exists a nonanticipating functional $m_{t}(X), 0 \leq t \leq T, x \in C_{[0, T]}$ such that the process

$$
\bar{W}=\left(\bar{W}, F^{\xi}\right),
$$

where

$$
\begin{equation*}
\bar{W}_{t}=\xi_{t}-\int_{0}^{t} m_{s}(\xi) d s \tag{0.6}
\end{equation*}
$$

is a Wiener process.
Here

$$
\begin{equation*}
F^{\xi}=\left(\mathcal{F}_{t}^{\xi}\right), \quad 0 \leq t \leq T \tag{0.7}
\end{equation*}
$$

where $\mathcal{F}_{t}^{\xi}=\sigma\left(\xi_{s}, s \leq t\right)$ is an augmented [51] $\sigma$-algebra generated by the process $\xi$ up to the moment $t$.
Analogously, denote

$$
\begin{equation*}
F^{\bar{W}}=\left(\mathcal{F}_{t}^{\bar{W}}\right), \quad 0 \leq t \leq T \tag{0.8}
\end{equation*}
$$

where $\mathcal{F}_{t}^{\bar{W}}=\sigma\left(\bar{W}_{s}, s \leq t\right)$ is an augmented $\sigma$-algebra generated by the process $\bar{W}$ up to the moment $t$.
II. (Coincidence of augmented filtrations).

$$
F^{\bar{W}}=F^{\xi} \quad(\bmod P)
$$

i.e., the process $\bar{W}$ contains the same information as the process $\xi$.

Statement I was proved for the first time by Shiryaev [87] and Kailath [22,49] under the assumption

$$
\int_{0}^{T} E\left|\beta_{t}(\omega)\right| d t<\infty
$$

and later the condition was considerably weakened in the papers of Yershov [127], Toronjadze [96] (for the case where $\beta_{t}(\omega)=\theta(\omega)$ is a random variable), and Meyer [77], where under the assumption that

$$
m_{t}=E\left(\beta_{t} \mid \mathcal{F}_{t}^{\xi}\right)
$$

exists (for almost all $t$ w.r.t. the Lebesgue measure), it was shown that

$$
\int_{0}^{T}\left|m_{t}\right| d t<\infty \quad(P \text {-a.s. })
$$

and statement I holds.
It is also known that if $\beta$ and $W$ are independent, then it is sufficient for statement I that

$$
\begin{equation*}
\int_{0}^{T} \beta_{t}^{2} d t<\infty \quad(P \text {-a.s. }) \tag{0.9}
\end{equation*}
$$

(see Lipster and Shiryaev [66]).
Cirelson [13] has constructed an example of bounded $\beta=\left(\beta, F^{\xi}\right)$ for which statement I holds automatically but statement II cannot take place.

Thus, for statement II to hold, additional assumptions on the type of the dependence of $\beta$ on $W$ should be introduced.

For example, it is shown in [66] that if $(\beta, W)$ is a Gaussian system and condition (0.9) is satisfied, then statements I and II hold.

If, on the other hand, $\beta$ is assumed to be independent of $W$, then the sufficient conditions (of boundedness) on $\beta$ in statement II were successively weakened by different authors:
(a) Clark [14]: $\left|\beta_{t}(\omega)\right| \leq c<\infty$ ( $P$-a.s.), where $c$ is a nonrandom constant;
(b) Allinger and Mitter [2]:

$$
E \int_{0}^{T} \beta_{t}^{2} d t<\infty ;
$$

(c) Chitashvili [11]:

$$
\int_{0}^{T} E\left(\beta_{t}^{2} \mid \mathcal{F}_{t}^{\xi}\right) d t<\infty \quad(P \text {-a.s. })
$$

There exists a conjecture that condition (0.9) is also sufficient for statement II to hold, but this conjecture has not yet been proved.

In the special case, where

$$
\beta_{t}=\theta
$$

is a random variable, and, therefore, condition (0.9) holds automatically, statement II is proved in Chapter 1, Sec. 1.5.

The problem of filtration and control of a partially observable random process naturally leads to the case of a special dependence of $\beta$ on $W$ arising under the assumption that the process $\xi$ is the so-called observable component of a diffusion-type process $(\eta, \xi)$.

Consider the process $(\eta, \xi)$ which is the solution of the following SDE:

$$
\begin{align*}
d \eta_{t} & =a_{t}(\xi, \eta) d t+b_{t}(\xi, \eta) d W_{t}, & & \eta_{0}=0 \\
d \xi_{t} & =A_{t}(\xi, \eta) d t+c_{t}(\xi) d W_{t}, & & \xi_{0}=0 \tag{0.10}
\end{align*}
$$

where $W$ is a multidimensional Wiener process, the coefficients $a$ and $A$ and $b$ and $c$ are vector- and matrix-valued, respectively, nonanticipating functionals.

In such a scheme, the problem of innovations is solved for the following cases:
(d) the so-called conditionally Gaussian scheme (see [66]): there exist coefficients $a, A, b$, and $c$ such that

$$
\begin{aligned}
a_{t}(x, y) & =a_{t}(x) y_{t}, \\
A_{t}(x, y) & =A_{t}(x) y_{t}, \\
b_{t}(x, y) & =b_{t}(x), \\
c_{t}(x) & =c_{t}(x),
\end{aligned}
$$

which satisfy the Lipschitz and boundedness conditions with respect to the variable $x$;
(e) Krylov ([54,55]) has considered the case of a multidimensional diffusion-type process in the Markov case (i.e., for example,

$$
\left.A_{t}(x, y)=A_{t}\left(x_{t}, y_{t}\right)\right)
$$

where the coefficients $a, A, b$, and $c$ are sufficiently smooth and bounded.
Note that the existence of a "noise" correlation is not excluded here;
(f) Chitashvili [12] has studied the special case of scheme (0.10), the so-called triangular system (one-dimensional), where the coefficients $a, A, b$, and $c$ satisfy the Lipschitz condition with respect to the two variables $x$ and $y$ and the condition of a linear growth.

The "noise" correlation is not excluded; however, specific additional conditions are imposed on it.
In Sec. 2.1, we prove the multidimensional stochastic version of the Gronwall-Bellman lemma (see, e.g., [66]).

In the next two sections we consider a one-dimensional (Sec. 2.2) and multidimensional (Sec. 2.3) partially observable diffusion type process of the form (0.10).

In Sec. 2.2 we consider the scheme given by $\operatorname{SDE}$ (2.1), and under the linear growth (in both space variables $x$ and $y$ ) and Lipschitz conditions (with respect to the variable $x$ ) on the coefficients of the scheme we prove the existence of the innovation process $\bar{W}$ for the observable component $\xi$. In contrast to case (f), the Lipschitz condition on $a_{t}(x, y)$ and $A_{t}(x, y)$ with respect to the variable $y$ is not required here.

In Sec. 2.3, we consider a multidimensional case and under the boundedness and the Lipschitz conditions on the coefficients $a, A, b$, and $c$, we construct an innovation process.

This result generalizes case (e) in two directions: first we consider a non-Markov case, and second, reject the smoothness conditions on the coefficients.

The results of Chapters 1 and 2 have been published in [95-103, 107, 108, 111].
The problems considered in Chapter 3 belong to the asymptotic theory of robust estimation for dependent observations.

The theory of robust estimation for the case of independent, identically distributed (i.i.d.) observations was investigated for the first time by Huber [34,35] and developed by Hampel et al. [32]. The key role in this theory is played by the $M$-estimators introduced by Huber as generalizations of the maximal likelihood estimates (MLE). The $M$-estimators can be constructed as solutions of the stochastic estimational equation

$$
\begin{equation*}
\sum_{i=1}^{n} \psi\left(X_{i}, \theta\right)=0 \tag{0.11}
\end{equation*}
$$

where $X_{i}, i \geq 1$, are the i.i.d. observations with common density $f(x, \theta), \theta \in \Theta$ is an unknown parameter to be estimated, the so-called score function $\psi(x, \theta)$ is such that $E_{\theta} \psi\left(X_{1}, \theta\right)=0$ and, hence, the left-hand side of Eq. (0.11) is a martingale with respect to the measure generated by the density $f(x, \theta)$.

Proceeding from Eq. (0.11), one can construct the CLAN estimators [6,112, 113], which are asymptotically equivalent to the $M$-estimators. This class of estimators is one of the basic classes in the theory of robust estimation.

The necessity of extension of the class MLE to the class of $M$ - or CLAN-estimators arises because of the main assumption of the theory: the parametric family of distributions of observations is not exactly specified, and observations are assumed to be distributed with density from some neighborhood of the basic (core) density $f(x, \theta)$.

More frequently the so-called Huber's gross error (contamination) model is considered. In this case the "neighborhood" is given by the formula

$$
\begin{equation*}
\Phi_{\varepsilon}^{H}=\{\widetilde{f}(x, \theta): \widetilde{f}(x, \theta)=(1-\varepsilon) f(x, \theta)+\varepsilon h(x, \theta)\}, \quad \varepsilon>0, \tag{0.12}
\end{equation*}
$$

where $h(x, \theta)$ is a density from some class $H$. The class $H$ is specified depending on the statistical problem under consideration. Measures generated by densities $\widetilde{f}(x, \theta)$ are called alternative measures or, simply, alternatives, and $H$ is called a class determining alternatives.

This model has a clear statistical meaning. Let $X_{i}, i \geq 1$, be i.i.d. observations with density $f(x, \theta)$, and $W_{i}, i \geq 1$, be i.i.d. observations with density $h(x, \theta)$. Consider the i.i.d. sequence of $0-1$ random variables $Z_{i}, i \geq 1$, with

$$
P\left(Z_{i}=1\right)=\varepsilon, \quad i \geq 1
$$

If the sequences $\left(X_{i}\right),\left(W_{i}\right)$, and $\left(Z_{i}\right)$ are mutually independent, then the random variables

$$
\begin{equation*}
Y_{i}=\left(1-Z_{i}\right) X_{i}+Z_{i} W_{i} \tag{0.13}
\end{equation*}
$$

form i.i.d. observations with density $\widetilde{f}(x, \theta)$. Thus the observations $\left(X_{i}\right)$ are "contaminated" by the observations $\left(W_{t}\right)$.

Introduce a criterion of comparison of estimates based on a risk functional. Frequently, as this functional there occurs an asymptotic mean-square error and the estimator is called optimal if it is a minimax estimator with respect to the risk functional, where the maximum is taken over the class $H$, whereas the minimum is taken over the class $\Psi=\{\psi(x, \theta)\}$ of functions, which determine the estimators (in particular, over the class that determines the CLAN estimators).

In such a statement, MLEs are now not optimal. Optimal estimators are prescribed by the Huber functions, included in the class of functions $\psi(x, \theta)$ determining $M$-estimators.

The optimal score functions have the form

$$
\begin{equation*}
\psi^{*}=\left[l-\beta^{*}\right]_{-m^{*}}^{m^{*}} \tag{0.14}
\end{equation*}
$$

i.e., are centered, truncated, maximum likelihood scores, where $\beta^{*}$ is the centering parameter and $m^{*}$ is the truncation parameter.

In the case where the "radius" $\varepsilon$ of the neighborhood $\Phi_{\varepsilon}^{H}$ depends on the time variable, i.e., $\varepsilon=\varepsilon_{n}$ and $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$, we have the set of shrinking contamination neighborhoods $\left\{\Phi_{\varepsilon_{n}}^{H}\right\}$. If now the sequence of alternative measures $\left\{\widetilde{P}_{\theta}^{n}\right\}$ is contiguous to that of basic measures $\left\{P_{\theta}^{n}\right\}$, then we obtain the shrinking contamination neighborhoods with contiguous alternatives. The above-described scheme can be generalized at least in two principal directions: (1) passage to an infinite-dimensional parameter set, i.e., to semiparametric models and (2) passage to dependent observations ([33,57,70,92]) (composition of these two directions is also possible).

Many aspects of the estimation theory dealing with semiparametric models for i.i.d. observations are presented in $[7,81,124]$. A number of papers [26-30] are devoted to questions of the asymptotic theory of estimation for semimartingale models.

In our work, the set of parameters $\Theta$ is one-dimensional and the observations are dependent.
As it turned out, when passing from the i.i.d. observations to the dependent observations, the contamination model given by formula (0.12) (call it contamination of measures) and the model described by formula (0.13) (call it contamination of trajectories or replacement model) do not coincide but, on the contrary, radically differ.

Contamination of measures for dependent discrete time observations, more precisely, for a stationary ergodic $A R(p)$ model, was first investigated by Künsch [57]. Under certain assumptions on the model,
he constructed a so-called optimal $B$-robust (" $B$ " is the abbreviation of "bias") estimate [32] and showed that this estimate is given by the Huber function. Contamination of trajectories was first considered by Martin and Yohai [70] for stationary ergodic time series. They have shown that in considering the process of moving average, the Huber function provides no robust estimates.

Our approach generalizes contamination of measures (0.12) and, therefore, continues the investigations started by Künsch. Moreover, we consider shrinking contamination neighborhoods with contiguous alternatives for statistical models with filtration associated with semimartingales.

Let us describe briefly the points concerning this model. First of all, we must clarify the notion of $M$-estimators, investigate their asymptotic properties, and then consider the problem of constructing these estimators (in particular, the CLAN estimators). To this end, in Sec. 3.1 we consider the general stochastic estimational equations. Investigating the limiting behavior of roots of these equations, we obtain the CLAN estimators. In Subsection 3.1.1 (Theorem 3.1) we investigate the question of asymptotic solvability and asymptotic behavior of roots of these equations in the neighborhood of a fixed point $\theta$ of the set of parameters $\Theta$. All these classical questions for i.i.d. observations have been investigated by Dugue and Cramer [19]. Le Breton has considered the case of the diffusion processes.

Subsection 3.1.2 (Theorem 3.2) concerns the investigation of global asymptotic properties of the solutions. This scheme is less popular. We refer to the paper of Perlman [79]. Note only that the "local theorem" provides us with the solution of the identification problem of unknown parameter, whereas the "global theorem" allows us to construct consistent estimators.

Section 3.2 deals with the robust estimation problems in discrete time models and Sec. 3.3 with the general case.

The basic results obtained in these sections can be summarized as follows.
(a) The main notions of robust estimation theory are generalized and the main objects of this theory are introduced. On this basis, an optimization minimax problem is stated (with asymptotic mean-square error as a risk functional) for shrinking contamination neighborhoods with contiguous alternatives for statistical models associated with semimartingales under the integral representation property for martingales [67].
(b) Conditions are given under which optimal-in-the-minimax-sense score martingales (which determine optimal $B$-robust estimates) are defined by the Huber functions (Theorems 3.4 and 3.6).

Let us give a more detailed account of our approach. We consider an array scheme which is formalized by the consideration of a sequence of statistical models $\mathcal{E}=\left\{\mathcal{E}_{n}\right\}_{n \geq 1}$ (see Subsection 3.3.1). See also, e.g., [36]. Note that for every $n \geq 1$ the model $\mathcal{E}_{n}$ is assumed to be regular (see Subsection 3.3.2), while the very sequence $\mathcal{E}$ is ergodic (see Subsection 3.3.1). We have introduced the concept of CLAN estimators (see Subsection 3.3.2) and then, on the basis of the notion of an exponential martingale, we have introduced the set of shrinking contamination neighborhoods of a core sequence of measures (see Subsection 3.3.3) generalizing (0.12). We have also investigated the asymptotic properties of CLAN estimators under the sequence of alternative measures belonging to this set and obtained the "biased" estimates (Proposition 3.1).

Further, we investigate the question under what kind of conditions the sequence of alternative measures $\left\{\widetilde{P}_{\theta}^{n}\right\}$ is contiguous to the basic sequence of measures $\left\{P_{\theta}^{n}\right\}$ (see Subsection 3.3.3), establish an exact form for asymptotic distributions of CLAN estimators under such a sequence of measures (Proposition 3.2), and obtain an analogue of influence functionals (see Subsection 3.3.3 and (3.37)), which play an important role in all these problems.

We need this preparatory work in order to introduce and calculate the risk functional (see Subsection 3.3.4) and also to formulate our optimization problem (see Subsection 3.3.4). However, the risk functional $D(L, N, \theta)$, being the functional of a sequence of martingales determining the CLAN estimators and of martingales determining alternatives, is, in the general case, an implicit function of these sequences. Therefore, in the general case, it is impossible to obtain any constructive solution of the optimization problem and to construct an optimal sequence of score martingales.

Furthermore, we assumed that the martingales under consideration possess the integral representation property (see Subsection 3.3.3) and on the basis of this property we worked out the so-called approximation technique as follows: starting from relation (3.104), we first fix index $n \geq 1$ and then consider the optimization problem associated with the risk functional $D_{n}\left(L^{n}, N^{n}, \theta\right)$ (see (3.103)). Stochastic analysis (in the presence of the integral representation property of martingales) allows us to deduce an explicit formula for calculating $D_{n}\left(L^{n}, N^{n}, \theta\right)$ (see (3.125)) and for describing explicitly the classes $\Psi_{n}^{0}$ and $\mathcal{H}_{n}^{R}$ of functions for which the optimization minimax problem is stated and solved (see Subsection 3.3.8, 1, 2, (i), (ii)). As a result, we obtain a score martingale whose integrands in the integral representation are Huber functions (see Theorem 3.5).

Then we construct classes $\Psi$ and $\mathcal{H}_{\Psi}$ of sequences of functions, which determine the score martingales, and the martingales determine the alternatives, respectively (see Subsection 3.3.8), in such a way that the score martingale, which is optimal for each fixed step $n$ with respect to $D_{n}\left(L^{n}, N^{n}, \theta\right)$, would form a sequence of optimal martingales with respect to the risk functional $D(L, N, \theta)$ (see Theorem 3.6).

We end with the survey of Sec. 3.2.
This section deals with the discrete-time statistical models. We have singled this case out of the general ones, considered in Sec. 3.3, for the following reasons:

1. This case is one of the most important particular cases involving many known time-series models. A large number of papers are devoted to the investigation of various aspects of robust estimation for the i.i.d. observations and for various classes of time series. This allows us to compare earlier known results with those obtained by us (see Subsection 3.2.4). In the general case we lose this possibility.
2. The objects introduced in this section are simple and give way to the statistical interpretation.
3. Making use of the compact and simple objects under consideration, we present all proofs in detail.
4. The methods of proof of the basic theorems (see Theorems 3.3 and 3.4 ) are rather common and after slight changes and remarks can be applied to the general case. All these arguments used in Sec. 3.3, help us to avoid not substantial but cumbersome calculations.

In Subsection 3.2.2, we state and solve the optimization problem for the fixed $n$th step. The solution is the Huber function $\psi^{n}=\left[l^{n}-\beta^{n}\right]_{-m_{n}}^{m_{n}}$ (see Theorem 3.3). The equation for the optimal truncation level $m_{n}^{*}$ is derived, studied, and used for the approximation. Moreover, this equation can be applied to the investigation of the differentiability of the optimal score function $\psi^{*, n}$ with respect to $\theta$ (see Subsection 3.2.5). Such equations have never been studied, even for i.i.d. case. This is a point of this subsection.

In Subsection 3.2.3, we introduce classes of sequences of score functions $\Psi$ and alternatives $\mathcal{H}_{\Psi}$. The ergodicity conditions formulated in the definitions of these classes ensure optimality of the sequence $\psi^{*}=\left\{\psi^{*, n}\right\}_{n \geq 1}$, where $\psi^{*, n}$ is the optimal score function constructed at the fixed $n$th step (see Theorem 3.4). The ergodicity conditions in the definition of the class $\Psi$ are rather involved because the centering parameter $\beta^{n}$ is a nonlinear functional of the conditional distribution of maximum likelihood scores, $Q^{n, l}$. If this distribution is symmetric with respect to zero and hence $\beta^{n}=\beta\left(Q^{n, l}\right)=0$, then the ergodicity conditions are simplified, i.e., the usual condition of weak convergence for averaged distributions is sufficient.

Subsection 3.2.4 is devoted to examples of various special models illustrating various aspects of the problem. Below we briefly discuss this point and indicate the relations to the known results of different authors.

The i.i.d. case in a more strict (uniform) setting was considered for the first time by Bickel [5, 6].
Note that in Model I. 2 we consider independent, nonidentically distributed observations, i.e., the simplest but nonstationary process. None of the earlier known approaches can be applied in this case. The stationary ergodic $A R(k)$ model for the contamination neighborhoods of a fixed "radius" $\varepsilon>0$ was studied by Künsch [57]. He considered a multidimensional parameter, formulated the optimization problem in the Hampel setting and solved it, and, as a result, obtained the Huber function. Our approach to this case is described in Model II. Staab [92] considered the stationary ergodic $A R M A(p, q)$ models.

In Model III we show that Staab's approach is covered by ours. Case (b) of Model I.2, Model II, and Model III in Staab's setting, and cases 1(b) and 1(c) of Model IV illustrate the situation where the risk functional $D(\psi, H, \theta)$ can be expressed explicitly, and contamination is full. Case (a) of Model I. 2 and case 1(a) of Model IV correspond to the situation where the minimax problem is reduced to the form (3.23), but contamination is not full. Model III in the general setting and case 1(d) of Model IV illustrate the situation where the above theory can be applied in its full capacity.

In the last subsection, Subsection 3.2.5, a method of constructing optimal CLAN estimators is given.
The results of this chapter have been published in [104, 109, 112-117, 119, 120].
In Chapter 4, the SDE of the form

$$
\begin{equation*}
d Z_{t}=H_{t}\left(Z_{t-}\right) d K_{t}+M\left(d t, Z_{t-}\right), \quad Z_{0} \tag{0.15}
\end{equation*}
$$

is considered. Here $H_{t}(u)$ and $M(t, u), t \in[0, \infty), u \in \mathbb{R}_{1}$, are random fields with the following properties: for each $u \in \mathbb{R}_{1}$, the process $\left(H_{t}(u)\right)_{t \geq 0}$ is predictable, the process $M(u)=(M(t, u))_{t \geq 0}$ is a locally square-integrable martingale, and $k=\left(K_{t}\right)_{t \geq 0}$ is an increasing predictable process. The family $M(u)$, $u \in \mathbb{R}_{1}$, is assumed to possess the integral representation properties of various types.

If $u=\left(u_{t}\right)_{t \geq 0}$ is a predictable process, we use the symbol $\int_{0}^{t} M\left(d s, u_{s}\right)$ for the notation of the corresponding stochastic integral and $M\left(d t, u_{t}\right)$ is its "differential." For instance, if $M(u)=f(u) \cdot m$, then $\int_{0}^{t} M\left(d s, u_{s}\right):=\int_{0}^{t} f\left(u_{s}\right) d m_{s}$ and $M\left(d t, u_{t}\right)=f\left(u_{t}\right) d m_{t}$. For details, see Sec. 4.1.

We call SDE (0.15) the Robbins-Monro-type (RM-type) SDE if the drift coefficient $H_{t}(u)$ satisfies the following conditions: for all $t \in[0, \infty) P$-a.s.

$$
\begin{aligned}
& H_{t}(0)=0, \\
& H_{t}(u) u<0 \text { for all } u \neq 0 .
\end{aligned}
$$

SDE (0.15) naturally includes the RM stochastic approximation algorithms with martingale noises (see, e.g., [68, 72-76]). For example, if $H_{t}(u)=\gamma_{t} R(u)$ and $M(t, u)=\int_{0}^{t} \gamma_{s} d m_{s}$, where $\gamma=\left(\gamma_{t}\right)_{t \geq 0}$ is a nonnegative predictable process, $R(u)$ is a deterministic function (regression function) with $R(0)=0$, $R(u) u<0$, and $m=\left(m_{t}\right)_{t \geq 0}$ is some locally square-integrable martingale, $\mathrm{SDE}(0.15)$ gives the generalized RM procedure introduced in [72].

In the paper of Lazrieva and Toronjadze [110], the algorithm of constructing the recursive maximum likelihood estimation procedures for general statistical models with filtration was proposed. In the case of discrete time, this procedure is given in Example 1(a) below and is embedded in (0.15), while it is not covered by the generalized RM algorithm, although it should be mentioned that in the i.i.d. case the classical RM algorithm contains recursive estimation procedures ( $[1,64,78,85,86]$ ).

Thus, the consideration of the RM-type SDE (0.15) allows us to study both stochastic approximation and recursive estimation procedures by a common approach.

The question of strong solvability of SDE (0.15) is well investigated (see, e.g., [23-25, 44, 71, 83, 84]). Assume that there exists a unique strong solution $Z=\left(Z_{t}\right)_{t \geq 0}$ of (0.15) on the whole interval $[0, \infty)$.

In Chapter 4 we study only the problem of $P$-a.s. convergence $Z_{t} \rightarrow 0$ as $t \rightarrow \infty$.
Our approach to this problem is based on two representations, standard and nonstandard, of the predictable bounded variation process $a=\left(A_{t}\right)_{t \geq 0}$ in the decomposition of the semimartingale $\left(Z_{t}^{2}\right)_{t \geq 0}$ in the form of the difference of two predictable increasing processes $A^{1}=\left(A_{t}^{1}\right)_{t \geq 0}$ and $A^{2}=\left(A_{t}^{2}\right)_{t \geq 0}$ and uses Theorem 4.1 on convergence sets of nonnegative semimartingales [65, 67$]$.

Two groups of conditions, (I) and (II), connected with the standard and nonstandard representations are introduced in Sec. 4.2. On this basis, the main result, concerning the convergence $Z_{t} \rightarrow 0 P$-a.s. as $t \rightarrow \infty$ is formulated (see Theorem 4.2).

In the same section, the relationship between groups of conditions (I) and (II) are also investigated. In the next section, Sec. 4.3, some simple sufficient conditions for (I) and (II) are given.
In the last section, Sec. 4.4, the series of examples illustrating the efficiency of all aspects of our approach is given.

The results of Chapter 4 have been published in [105, 106, 110, 118].
In conclusion, we note that in $[4,10,16-18,20,41-43,46,53,61,68,69,89,90,94,122,123,125]$ one can find many questions concerned with the statistics of random processes which are close in spirit to the problems presented in Chapters 3 and 4.

## Chapter 1

## STRUCTURE OF SOLUTIONS OF A ONE-DIMENSIONAL SDE WITH UNIT DIFFUSION COEFFICIENT

### 1.1. Regular Equations

Consider the following one-dimensional stochastic differential equation (SDE)

$$
\begin{equation*}
d \xi_{t}=A\left(t, \xi_{t}\right) d t+d W_{t}, \quad 0 \leq t \leq T, \quad \xi_{0}, \tag{1.1}
\end{equation*}
$$

where $W=\left(W_{t}\right), 0 \leq t \leq T$, is a standard Wiener process, a function $A(t, x):[0, T] \times \mathbb{R}_{1} \rightarrow \mathbb{R}_{1}$ is Borel-measurable with respect to a pair of variables $(t, x)$, and $\xi_{0}$ is an arbitrary real random variable (r.v.) independent of $W$.

An SDE is said to be regular in law (weakly regular) ([126]) if there exists at least one weak solution and if all solutions (which can be defined in different probability spaces) with the same initial distributions have the same probability law.

An SDE is said to be strongly regular ([126]) if there exists a strong solution which is pathwise unique.
The strong regularity implies the regularity in law.
Now we show that for SDE (1.1) the two notions are equivalent.
Recall the following facts.
Proposition 1.1. Let $\xi^{i}=\left(\xi_{t}^{i}\right), 0 \leq t \leq T, i=1,2$, be two Itô processes with differentials

$$
d \xi_{t}^{i}=a_{i}(t, \omega) d t+b_{i}(t, \omega) d W_{t}, \quad 0 \leq t \leq T, \quad \xi_{0}^{i}, \quad i=1,2,
$$

and let

$$
\eta(t)=\max \left(\xi_{t}^{1}, \xi_{t}^{2}\right), \quad 0 \leq t \leq T
$$

Then

$$
\eta(t)=\eta(0)+\int_{0}^{t} I_{\left\{\xi_{s}^{1}>\xi_{s}^{2}\right\}} d \xi_{s}^{1}+\int_{0}^{t} I_{\left\{\xi_{s}^{2} \geq \xi_{s}^{1}\right\}} d \xi_{s}^{2}+\frac{1}{2} \Lambda_{t}^{\xi^{1}-\xi^{2}}(0),
$$

where $\Lambda_{t}^{\xi}(a)$ is a semimartingale (the Itô process) local time at the point $a \in \mathbb{R}_{1}([51,84])$.
Proof. It immediately follows from the simple relation

$$
\eta(t)=\left(\xi_{t}^{1}-\xi_{t}^{2}\right)^{+}+\xi_{t}^{2}
$$

where $x^{+}=\max (0, x)$, and the Tanaka-Meyer formula that if $X=\left(X_{t}\right), 0 \leq t \leq T$, is a continuous semimartingale, then

$$
X_{t}^{+}=X_{0}^{+}+\int_{0}^{t} I_{(0, \infty)}\left(X_{s}\right) d X_{s}+\frac{1}{2} \Lambda_{t}^{X}(0) .
$$

Remark 1.1. It is well known [84] that

$$
\begin{equation*}
\Lambda_{t}^{X}(0)=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \int_{0}^{t} I_{(0, \varepsilon)}\left(X_{s}\right) d\langle X\rangle_{s} \tag{1.2}
\end{equation*}
$$

The following simple lemma is given for the completeness.

Lemma 1.1. Let $\xi_{1}$ and $\xi_{2}$ be two r.v. such that

$$
\xi_{1} \geq \xi_{2} \quad(P-a . s .),
$$

and the distribution functions of r.v. $\xi_{1}$ and $\xi_{2}$ coincide:

$$
F_{\xi_{1}}(x)=F_{\xi_{2}}(x) \quad \forall x \in \mathbb{R}_{1} .
$$

Then $\xi_{1}=\xi_{2}(P$-a.s. $)$.
Proof. Denote $\eta_{i}=f\left(\xi_{i}\right), i=1,2$, where $f(x), x \in \mathbb{R}_{1}$, is a strongly increasing bounded function, e.g., $f(x)=\arctan x$. Let $\zeta=\eta_{1}-\eta_{2}$. Then, from the conditions of the lemma, we obtain

$$
\zeta \geq 0, \quad E \zeta=0
$$

Hence $\zeta=0$ ( $P$-a.s.). The assertion follows.
Theorem 1.1 (of equivalence). Equation (1.1) is strongly regular if and only if it is regular in law.
Proof. The necessity is obvious. Now we prove the sufficiency.
Let SDE (1.1) be regular in law and let $\xi^{1}$ and $\xi^{2}$ be two weak solutions of (1.1) defined on the same probability space, and $\xi_{0}^{1}=\xi_{0}^{2}$ ( $P$-a.s.).

According to Proposition 1.1, it is easy to see that the continuous stochastic processes $\bar{\eta}(t)=$ $\max \left(\xi_{t}^{1}, \xi_{t}^{2}\right)$ and $\underline{\eta}(t)=\min \left(\xi_{t}^{1}, \xi_{t}^{2}\right), 0 \leq t \leq T$, are solutions of (1.1) since $\Lambda_{t}^{\xi^{1}-\xi^{2}}(0)=0$ (see (1.2)). Due to the conditions of the theorem, these processes have the same probability law. But for each $t$, $0 \leq t \leq T$,

$$
\underline{\eta}(t) \leq \xi_{t}^{1}, \xi_{t}^{2} \leq \bar{\eta}(t) \quad(P \text {-a.s. })
$$

and, therefore, according to Lemma 1.1,

$$
\underline{\eta}(t)=\xi_{t}^{1}=\xi_{t}^{2}=\bar{\eta}(t) \quad(P \text {-a.s. })
$$

The desirable statement follows immediately if we use the Yamada-Watanabe theorem [126] claiming that the existence of a pathwise unique weak solution implies the existence of a unique strong solution.

The approach used in Proposition 1.1 for the equation

$$
\begin{equation*}
d \xi_{t}=A\left(t, \xi_{t}\right) d t+B\left(t, \xi_{t}\right) d W_{t}, \quad 0 \leq t \leq T, \quad \xi_{0} \tag{1.3}
\end{equation*}
$$

results, for the maximum $\eta(t)$ of two solutions $\left(\xi_{t}^{1}\right)$ and $\left(\xi_{t}^{2}\right), 0 \leq t \leq T$, in the following formula:

$$
\begin{aligned}
\eta(t) & =\eta(0)+\int_{0}^{t}\left(A(s, \eta(s)) d s+B(s, \eta(s)) d W_{s}\right) \\
& +\lim _{\varepsilon \downarrow 0} \frac{1}{4 \varepsilon} \int_{0}^{t}\left(B\left(s, \xi_{s}^{1}\right)-B\left(s, \xi_{s}^{2}\right)\right)^{2} I_{\left\{\left|\xi_{s}^{1}-\xi_{s}^{2}\right| \leq \varepsilon\right\}} d s,
\end{aligned}
$$

from which it becomes obvious that the statement of Theorem 1.1 is valid for (1.3) if we assume that the function $B(t, x)$ satisfies the Hölder condition

$$
|B(t, x)-B(t, y)| \leq b(t)|x-y|^{\alpha}, \quad \alpha \geq \frac{1}{2}
$$

and

$$
\int_{0}^{T} b^{2}(t) d t<\infty
$$

Note, however, that it is impossible to get rid of the assumptions on the function $B(t, x)$ in (1.3).
To see this, we refer to the well-known example due to Tanaka [37]

$$
d \xi_{t}=B\left(\xi_{t}\right) d W_{t}, \quad 0 \leq t \leq T, \quad \xi_{0}=0
$$

where $B(x)=1$ and $B(x)=-1$ if $x>0$ and $x<0$, respectively.

To illustrate Theorem 1.1, we consider a simple sufficient condition for the existence and uniqueness of the weak solution (and, hence, by Theorem 1.1 for the strong solution) of (1.1), having a measure absolutely continuous with respect to the measure of the process $\xi_{t}=W_{t}+\xi_{0}, 0 \leq t \leq T$.

Example. Let for any $t, 0 \leq t \leq T$, and $x \in \mathbb{R}_{1}$

$$
|A(t, x)| \leq K(1+|x|), \quad K=\text { const }<\infty .
$$

More general conditions of this type are given in [66].

### 1.2. The Carathéodory-Type SDE. Existence Theorem. Description of the Integral Funnel

Assume for simplicity that $\xi_{0}=0$.
As the stochastic basis $\left(\Omega, \mathcal{F}, F=\left(\mathcal{F}_{t}\right), 0 \leq t \leq T, P\right)$, we consider $\left(C_{[0, T]}, \mathcal{B}_{[0, T]}, B=\left(\mathcal{B}_{[0, t]}\right)\right.$, $0 \leq t \leq T, P^{T}$ ), with the measure space $\left(C_{[0, T]}, \mathcal{B}_{[0, T]}\right)$ of continuous functions $\omega=\omega_{t}, 0 \leq t \leq T, \omega_{0}=0$, a standard Wiener measure $P^{T}$ and $P^{T}$-augmented filtration $B=\left(\mathcal{B}_{[0, t]}\right), 0 \leq t \leq T$.

Denote by $W=\left(W_{t}\right), 0 \leq t \leq T$, the coordinate process $W_{t}(\omega)=\omega_{t}, 0 \leq t \leq T$. Then, with the measure $P^{T}$ the process $W$ is a standard Wiener process. Further, let $F^{W}=\left(\mathcal{F}_{t}^{W}\right), 0 \leq t \leq T$, be the $P^{T}$-augmented filtration generated by the process $W, \mathcal{F}_{t}^{W}=\sigma\left(W_{s}, s \leq t\right)$.

Let $\Xi$ denote the class of all anticipating solutions of Eq. (1.1) and $\Xi_{s}$ be the class of all strong solutions of this equation.

Assume that $A(t, x)$ satisfies the Carathéodory conditions ( $C$-conditions above, see Introduction).
Theorem 1.2. If $C$-conditions hold, then there exists an anticipating solution of Eq. (1.1).
Proof. Denote $\eta(t)=\xi_{t}-W_{t}, 0 \leq t \leq T$. We write Eq. (1.1) as

$$
\begin{equation*}
d \eta(t)=A\left(t, \eta(t)+W_{t}\right) d t, \quad 0 \leq t \leq T, \quad \eta(0)=0 \tag{1.4}
\end{equation*}
$$

and consider the sequence $\left\{\eta_{j}(t)\right\}, j \geq 1,0 \leq t \leq T$, given by the following relation: for any $j \geq 1$,

$$
\eta_{j}(t)= \begin{cases}0 & \text { if } 0 \leq t \leq \frac{T}{j}  \tag{1.5}\\ \int_{0}^{t-\frac{T}{j}} A\left(s, \eta_{j}(s)+W_{s}\right) d s & \text { if } \frac{T}{j}<t \leq T\end{cases}
$$

We will need for our discussion the following two lemmas. Lemma 1.2 is of interest in itself.
Lemma 1.2. Sequence (1.5) is (relatively) compact in $C_{[0, T]}$.
Proof. Indeed, $\eta_{1}(t)=0$ for any $t, 0 \leq t \leq T$. If $j \geq 2$, then for any $t$, by ( 0.3 ) we have

$$
\left|\eta_{j}(t)\right| \leq \int_{0}^{\left(t-\frac{T}{j}\right)^{+}}\left|A\left(s, \eta_{j}(s)+W_{s}\right)\right| d s \leq M\left(\left(t-\frac{T}{j}\right)^{+}\right) \leq M(T)<\infty
$$

where $x^{+}=\max (0, x), M(t)=\int_{0}^{t} m(s) d s, 0 \leq t \leq T$.

Further, for any $t_{1}, t_{2} \in[0, T]$ and any $j \geq 1$,

$$
\begin{aligned}
\left|\eta_{j}\left(t_{2}\right)-\eta_{j}\left(t_{1}\right)\right| & \leq\left|\int_{\left(t_{1}-\frac{T}{j}\right)^{+}}^{\left(t_{2}-\frac{T}{j}\right)^{+}}\right| A\left(s, \eta_{j}(s)+W_{s}\right)|d s| \\
& \leq\left|\int_{\left(t_{1}-\frac{T}{j}\right)^{+}}^{\left(t_{2}-\frac{T}{j}\right)^{+}} m(s) d s\right| \\
& =\left|\int_{0}^{\left(t_{2}-\frac{T}{j}\right)^{+}} m(s) d s-\int_{0}^{\left(t_{1}-\frac{T}{j}\right)^{+}} m(s) d s\right| \\
& =\left|M\left(\left(t_{2}-\frac{T}{j}\right)^{+}\right)-M\left(\left(t_{1}-\frac{T}{j}\right)^{+}\right)\right|
\end{aligned}
$$

Hence, sequence (1.5) is uniformly bounded and uniformly continuous; therefore, it is relatively compact in $C_{[0, T]}$.

Let $\left\{x_{n}(\omega), \omega \in \Omega\right\}, n \geq 1$, be a sequence of random elements defined on some complete probability space $(\Omega, \mathcal{F}, P)$ with values in some complete separable metric space $\left(X, \sigma_{p}(X), \rho\right)$, where $\rho$ is a metric in $X$ and $\sigma_{p}(X)$ is a Borel $\sigma$-algebra generated by the metric $\rho$.

Lemma 1.3. If the sequence $\left\{x_{n}(\omega), \omega \in \Omega\right\}_{n \geq 1}$ is a (relatively) compact (P-a.s.) in $X$, then there exists a sequence of random variables $\left\{\eta_{j}(\omega)\right\}_{j \geq 1}, n_{j}: \Omega \rightarrow \mathbb{N}=(1,2,3, \ldots)$ such that
(1)

$$
\begin{aligned}
& n_{1}(\omega)<\infty, n_{2}(\omega)<\infty, \ldots, \quad(P \text {-a.s. }), \\
& n_{j}(\omega)<n_{j+1}(\omega) \quad \forall j \geq 1 \quad(P \text {-a.s. })
\end{aligned}
$$

(2) for any $j \geq 1$, the random element $\left(x_{n_{j}(\omega)}(\omega), \omega \in \Omega\right)$ is $\mathcal{F} / \sigma_{p}(X)$-measurable;
(3) the subsequence $\left\{x_{n_{j}(\omega)}(\omega), \omega \in \Omega\right\}_{j \geq 1}$ of the sequence $\left\{x_{n}(\omega), \omega \in \Omega\right\}_{n \geq 1}$ converges with probability 1.

Proof. By virtue of the ( $P$-a.s.) compactness of the sequence $\left\{x_{n}(\omega), \omega \in \Omega\right\}_{n \geq 1}$, there exists a $P$-null set $B, P(B)=0$, such that for any $\omega \in \Omega \backslash B$ the sequence $\left\{x_{n}(\omega)\right\}_{n \geq 1}$ is a (relatively) compact set. Further, let $\left\{y_{m}\right\}_{m \geq 1}$ be a countable dense set of elements of the space $\bar{X}$.

Denote

$$
O_{m, \varepsilon}=\left\{x \in X: \rho\left(x, y_{m}\right)<\varepsilon\right\}, \quad \varepsilon>0 .
$$

By virtue of the compactness of the sequence $\left\{x_{n}(\omega)\right\}_{n \geq 1}$, one can choose a finite subcovering from the covering $\left\{O_{m, \frac{1}{2}}\right\}_{m \geq 1}$ of the sequence $\left\{x_{n}(\omega)\right\}_{n \geq 1}$. Therefore, there exists at least one ball, which contains an infinite number of elements of the sequence $\left\{x_{n}(\omega)\right\}_{n \geq 1}$ (this fact can be analytically written as follows: there exists a number $m=m(\omega)<\infty$ such that $\left.\underline{\lim }_{n \rightarrow \infty} \rho\left(x_{n}, y_{m}\right)<1 / 2\right)$.

Now we define the number $m_{1}(\omega)$ by the relation

$$
m_{1}(\omega)=\min \left\{m: \varliminf_{n \rightarrow \infty} \rho\left(x_{n}(\omega), y_{m}\right)<1 / 2\right\}
$$

and set

$$
n_{1}(\omega)=\min \left\{n: \rho\left(x_{n}(\omega), y_{m_{1}(\omega)}\right)<1 / 2\right\} .
$$

It is obvious that $m_{1}(\omega)<\infty$ and $n_{1}(\omega)<\infty$. Similarly, for any $j \geq 2$, we set

$$
\begin{aligned}
m_{j}(\omega)= & \min \left\{m: \varliminf_{n \rightarrow \infty} \rho\left(x_{n}(\omega), y_{m}\right)<\frac{1}{2^{j}}, \rho\left(y_{m}, y_{m_{j-1}(\omega)}\right)<\frac{1}{2^{j-1}}\right\}, \\
& n_{j}(\omega)=\min \left\{n>n_{j-1}(\omega): \rho\left(x_{n}(\omega), y_{m_{j}(\omega)}\right)<\frac{1}{2^{j}}\right\} .
\end{aligned}
$$

Note that for each $j \geq 1, m_{j}(\omega)<\infty$ (each subsequence of a compact sequence is compact itself), $n_{j}(\omega)<\infty$. Obviously, the sequence $\left\{n_{j}(\omega)\right\}_{j \geq 1}$ satisfies requirement (1) and random element $\left\{x_{n_{j}(\omega)}(\omega)\right.$, $\omega \in \Omega\}$ satisfies requirement (2) for each $j \geq 1$.

It remains to show that the sequence $\left\{x_{n_{j}(\omega)}(\omega), \omega \in \Omega\right\}_{j \geq 1}$ converges with probability 1 . To this end it is sufficient to verify its ( $P$-a.s.) fundamentality.

For each $m \geq 1$ we have

$$
\rho\left(x_{n_{j}(\omega)}(\omega), x_{n_{j+m}(\omega)}(\omega)\right) \leq \sum_{i=j-1}^{\infty} \frac{1}{2^{j}} \rightarrow 0 \text { as } j \rightarrow \infty \quad(P \text {-a.s. }) .
$$

Before proving the theorem, we note that by virtue of Lemmas 1.2 and 1.3 just proved, there exists a subsequence $\left\{\eta_{j_{k}(\omega)}(\omega)\right\}_{k \geq 1}$ of sequence (1.5) such that

$$
\lim _{n \rightarrow \infty} \eta_{j_{k}(\omega)}(t, \omega)=\eta(t, \omega), \quad 0 \leq t \leq T
$$

uniformly with respect to $t$. Thus, $\eta(t, \omega)$ is a continuous process.
Now we recall that $A(t, x)$ is a function continuous in the variable $x$, satisfying (0.3). Hence we have obtained the required statement by letting $k \rightarrow \infty$ (and using the Lebesgue-dominated convergence theorem) in the relation

$$
\eta_{j_{k}}(t)=\int_{0}^{t} A\left(s, \eta_{j_{k}}(s)+W_{s}\right) d s-\int_{\left(t-\frac{T}{j_{k}}\right)^{+}}^{t} A\left(s, \eta_{j_{k}}(s)+W_{s}\right) d s
$$

Remark 1.2. The solution $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, just constructed is, generally speaking, an anticipating solution of Eq. (1.1), since the sequence $\left\{j_{k}(\omega)\right\}_{k \geq 1}$ may depend on the whole trajectory of the Wiener process $W=\left(W_{t}\right), 0 \leq t \leq T$.

Let $\Xi_{1}$ and $\Xi_{2}$ be subsets of the set $\Xi$ of anticipating solutions of Eq. (1.1).
Denote

$$
\begin{cases}\bar{\xi}_{t}=\underset{\Xi_{1}}{\operatorname{ess} \sup }\left(\xi_{t}\right), & 0 \leq t \leq T  \tag{1.6}\\ \underline{\xi}_{t}=\underset{\Xi_{2}}{\operatorname{essinf}}\left(\xi_{t}\right), & 0 \leq t \leq T\end{cases}
$$

Theorem 1.3. Stochastic processes $\bar{\xi}=\left(\bar{\xi}_{t}\right), 0 \leq t \leq T$, and $\underline{\xi}=\left(\underline{\xi}_{t}\right), 0 \leq t \leq T$, are anticipating solutions of Eq. (1.1).
Proof. We consider again Eq. (1.4) and give the proof in terms of the process $\eta(t)=\xi_{t}-W_{t}, 0 \leq t \leq T$.
We show, for example, that the process $\bar{\eta}(t)=\bar{\xi}_{t}-W_{t}, 0 \leq t \leq T$, is an anticipating solution of Eq. (1.4).

In order to do this, we denote

$$
\eta_{m}^{\max }=\max \left\{\eta_{1}(t), \ldots, \eta_{m}(t)\right\}, \quad 0 \leq t \leq T
$$

for any natural number $m$, where $\eta_{i}(t)$ for any $i=1, \ldots, m$ is an anticipating solution of Eq. (1.4). Just similarly to what has been done in Proposition 1.1, we can show that the following lemma holds.

Lemma 1.4. The stochastic process $\eta_{m}^{\max }(t), 0 \leq t \leq T$, is an anticipating solution of Eq. (1.4).
Before proving the theorem, we note that for any $t_{1}, t_{2} \in[0, T]$,

$$
\left|\bar{\eta}\left(t_{2}\right)-\bar{\eta}\right|\left(t_{1}\right) \leq \underset{\Xi_{1}}{\operatorname{esssup}}\left|\int_{t_{1}}^{t_{2}}\right| A\left(s, \eta(s)+W_{s}\right)|d s| \leq\left|M\left(t_{2}\right)-M\left(t_{1}\right)\right|,
$$

where $M(t)=\int_{0}^{t} m(s) d s, 0 \leq t \leq T$, i.e., $\bar{\eta}(t), 0 \leq t \leq T$, is uniformly continuous with probability 1 .
It is now obvious that for any $\varepsilon>0$ there exist a finite partition $\left\{t_{j}\right\}^{\varepsilon}, j=1,2, \ldots, m$, of the interval $[0, T]$ and the anticipating solutions $\eta_{j}(t), 0 \leq t \leq T, j=1,2, \ldots, m$, of Eq. (1.4) such that

$$
0 \leq \bar{\eta}\left(t_{j}\right)-\eta_{j}\left(t_{j}\right) \leq \varepsilon,
$$

and for any $t_{1}, t_{2} \in\left(t_{j}, t_{j+1}\right), j=1, \ldots, m-1$,

$$
\begin{gathered}
\left|\bar{\eta}\left(t_{2}\right)-\bar{\eta}\left(t_{1}\right)\right| \leq \varepsilon, \\
\left|\eta_{m}^{\max }\left(t_{2}\right)-\eta_{m}^{\max }\left(t_{1}\right)\right| \leq \varepsilon .
\end{gathered}
$$

Thus, for any $\varepsilon>0$ and any $t, 0 \leq t \leq T$,

$$
\left|\bar{\eta}(t)-\eta_{m}^{\max }(t)\right| \leq 3 \varepsilon .
$$

To complete the proof it is sufficient to pass to the limit in the relation

$$
\eta_{m}^{\max }(t)=\int_{0}^{t} A\left(s, \eta_{m}^{\max }(s)+W_{s}\right) d s
$$

Assume that $\Xi_{i}=\Xi, i=1,2$, i.e., ess sup and essinf in (1.6) are taken on the whole set $\Xi$ of anticipating solutions of Eq. (1.1). In these cases, stochastic processes $\bar{\xi}=\left(\bar{\xi}_{t}\right)$ and $\underline{\xi}=\left(\underline{\xi}_{t}\right), 0 \leq t \leq T$, are called, respectively, the maximal and minimal solutions of Eq. (1.1).
Theorem 1.4. The maximal solution $\bar{\xi}=\left(\bar{\xi}_{t}\right), 0 \leq t \leq T$, and minimal solution $\underline{\xi}=\left(\underline{\xi}_{t}\right), 0 \leq t \leq T$, are strong solutions of Eq. (1.1).
Proof. Show, for example, that $\bar{\xi}=\left(\bar{\xi}_{t}\right), 0 \leq t \leq T$, is a strong solution of Eq. (1.1).
For any fixed $s, 0 \leq s \leq T$, denote by $\Xi_{[0, s]}$ a class of all anticipating solutions $\left(\xi_{t}^{s}\right), 0 \leq t \leq s$, of Eq. (1.1) defined on the interval $[0, s]$ (by Theorem 1.2, the class $\Xi_{[0, s]}$ is not empty), i.e., it is a set of the $\mathcal{F}_{s}^{W}$-measurable for every $t, 0 \leq t \leq s$, stochastic processes $\left(\xi_{t}^{s}\right), 0 \leq t \leq s$, such that

$$
P^{s}\left(\xi_{t}^{s}=\int_{0}^{t} A\left(u, \xi_{u}^{s}\right) d u+W_{t}, 0 \leq t \leq s\right)=1
$$

where $P^{s}=P^{T} / \mathcal{B}_{[0, s]}$ is a restriction of the Wiener measure $P^{T}$ to the $\sigma$-algebra $\mathcal{B}_{[0, s]}$.
Put

$$
\bar{\xi}_{t}^{s}=\underset{\Xi[0, s]}{\operatorname{ess} \sup }\left(\xi_{t}^{s}\right), \quad 0 \leq t \leq s, \quad 0 \leq s \leq T
$$

In such notation, the statement of the theorem takes the following form: for any $l, 0 \leq l \leq T$, the random variable $\bar{\xi}_{l}^{T}$ is $\mathcal{F}_{l}^{W}$-measurable.

It is obvious that if we solve problem (1.1) consecutively in the interval $[0, l]$, with the initial condition $\xi_{0}=0$ (i.e., if we construct an anticipating solution $\left(\xi_{t}^{l}\right), 0 \leq t \leq l$ ), then in the interval $[l, T]$ with the initial condition $\xi_{l}^{l}$, "sticking together" the constructed solutions, we obtain an anticipating solution on the whole interval $[0, T]$, coinciding with $\left(\xi_{t}^{l}\right), 0 \leq t \leq l$, on the interval $[0, l]$.

In other words, any anticipating solution $\left(\xi_{t}^{s}\right), 0 \leq t \leq s, 0 \leq s \leq T$, of Eq. (1.1) can be extended to the whole interval $[0, T]$.

Hence, considering an anticipating solution $\left(\bar{\xi}_{t}^{l}\right), 0 \leq t \leq l$, on the interval $[0, l]$ and extending it to the whole interval $[0, T]$, we obtain an anticipating solution $\left(\xi_{t}^{T}\right), 0 \leq t \leq T$, which by virtue of the definition of $\left(\bar{\xi}_{t}^{T}\right), 0 \leq t \leq T$, is such that

$$
\begin{equation*}
P^{T}\left(\xi_{t}^{T} \leq \bar{\xi}_{t}^{T}, 0 \leq t \leq T\right)=1 \tag{1.7}
\end{equation*}
$$

Now, since

$$
P^{T}\left(\xi_{l}^{T}=\bar{\xi}_{l}^{l}\right)=1,
$$

we obtain from (1.7)

$$
P^{T}\left(\bar{\xi}_{l}^{l} \leq \bar{\xi}_{l}^{T}\right)=1 .
$$

We now have to prove that

$$
P^{T}\left(\bar{\xi}_{l}^{T} \leq \bar{\xi}_{l}^{l}\right)=1 .
$$

To this end, we define on the space $\Omega=C_{[0, T]}$ the operator

$$
\begin{equation*}
\Lambda(\omega)=\binom{\Lambda_{1}}{\Lambda_{2}}(\omega)=\binom{u}{v}, \tag{1.8}
\end{equation*}
$$

where $\omega \in C_{[0, T]}, u \in C_{[0, l]} v \in C_{[l, T]}, \Lambda_{1}(\omega)=u, \Lambda_{2}(\omega)=v$,

$$
u_{t}=\omega_{t}, \quad 0 \leq t \leq l,
$$

and

$$
v_{t}=\omega_{t}-\omega_{l}, \quad l \leq t \leq T .
$$

Note that

$$
\omega_{t}= \begin{cases}u_{t}, & 0 \leq t \leq l \\ v_{t}+u_{l}, & l \leq t \leq T\end{cases}
$$

Denote by $\mathcal{B}_{[l, T]}=\sigma\left(\omega_{t}-\omega_{l}, l \leq t \leq T\right)$ the augmented $\sigma$-algebra generated by increments. Then, obviously, $\mathcal{B}_{[0, T]}=\mathcal{B}_{[0, l]} \vee \mathcal{B}_{[l, T]}, \mathcal{B}_{[0, l]}$ and $\mathcal{B}_{[l, T]}$ being independent under a probability measure $P^{T}$. Denote, further, by $P^{l}$ a Wiener measure defined on the $\sigma$-algebra $\mathcal{B}_{[0, l]}$ and by $P^{l, T}$ a Wiener measure defined on $\mathcal{B}_{[l, T]}$. Obviously, the operator $\Lambda$ provides a one-to-one measure-preserving transformation of the space $C_{[0, T]}$ onto $C_{[0, l]} \times C_{[l, T]}$, i.e.,

$$
\Lambda:\left(C_{[0, T]}, \mathcal{B}_{[0, T]}, P^{T}\right) \rightleftarrows\left(C_{[0, l]}, \mathcal{B}_{[0, l]}, P^{l}\right) \times\left(C_{[l, T]}, \mathcal{B}_{[l, T]}, P^{l, T}\right),
$$

and for any $B \in \mathcal{B}_{[0, T]}$,

$$
P^{T}(B)=\left(P^{l} \times P^{l, T}\right)(\Lambda B),
$$

where $\Lambda B=\{\Lambda(\omega): \omega \in B\}$.
Introduce the functional

$$
\begin{equation*}
\phi(t, u, v)=\bar{\xi}_{t}^{T}\left(\Lambda^{-1}\binom{u}{v}\right), \quad 0 \leq t \leq T, u \in C_{[0, l]}, v \in C_{[l, T]} \tag{1.9}
\end{equation*}
$$

where the operator $\Lambda^{-1}$ is inverse to $\Lambda$. Obviously,

$$
\begin{gathered}
P^{l} \times P^{l, T}\left((u, v): \phi(t, u, v)=\int_{0}^{t} A(s, \phi(s, u, v)) d s\right. \\
\left.+W_{t}\left(\Lambda^{-1}\binom{u}{v}\right), \quad 0 \leq t \leq l\right)=1
\end{gathered}
$$

From the definition of the operator $\Lambda$ and the coordinate Wiener process $W$ it follows that ( $P^{l, T}$-a.s.) for every $v$

$$
P^{l}\left(u: \phi(t, u, v)=\int_{0}^{t} A(s, \phi(s, u, v)) d s+W_{t}\left(\Lambda_{1}^{-1}(u)\right), 0 \leq t \leq l\right)=1
$$

Thus, ( $P^{l, T}$-a.s.) for every $v$, the process $\phi(t, u, v), 0 \leq t \leq l$, belongs to the class of anticipating solutions $\Xi_{[0, l]}$ (obviously, if $t \in[0, l]$,

$$
\left.W_{t}\left(\Lambda^{-1}\binom{u}{v}\right)=W_{t}\left(\Lambda_{1}^{-1}(u)\right)=W_{t}(\omega)\right) .
$$

Hence ( $P^{l, T}$-a.s.) for every $v$

$$
P^{l}\left(u: \phi(l, u, v) \leq \bar{\xi}_{l}^{l}\left(\Lambda^{-1}\binom{u}{v}\right)\right)=1,
$$

which implies that ( $P^{T}$-a.s.) for every $\omega$

$$
P^{T}\left(\bar{\xi}_{l}^{T} \leq \bar{\xi}_{l}^{l} \mid \Lambda_{2}\right)(\omega)=1
$$

(recall that the $\sigma$-algebras $\mathcal{B}_{[0, l]}$ and $\mathcal{B}_{[l, T]}$ are independent under the probability measure $P^{T}$ ). Finally, by averaging, we obtain

$$
P^{T}\left(\bar{\xi}_{l}^{T} \leq \bar{\xi}_{l}^{l}\right)=1
$$

Theorem 1.5. For every anticipating solution $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, of $E q$. (1.1), there exists a measurable functional $\Phi\left(t, \omega, \omega_{1}\right)$ defined on the measure space

$$
\left([0, T] \times C_{[0, T]} \times C_{[0, T]}, \sigma([0, T]) \times \mathcal{B}_{[0, T]} \times \mathcal{B}_{[0, T]}\right)
$$

such that for any $\omega_{1} \in C_{[0, T]}, \Phi\left(\cdot, \cdot, \omega_{1}\right) \in \Xi_{\text {s }}$, i.e., $\Phi\left(\cdot, \cdot, \omega_{1}\right)$ is a strong solution of $E q$. (1.1) and

$$
\xi_{t}(\omega)=\Phi(t, \omega, \omega), \quad 0 \leq t \leq T \quad(P \text {-a.s. })
$$

Proof. Given an anticipating solution $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, we denote by $\left(\xi_{t}^{\operatorname{str}}(s, x)\right), s \leq t \leq T$, $0 \leq s \leq T, x \in \mathbb{R}_{1}$, a strong solution of Eq. (1.1), considered in the interval $[s, T]$, with the initial condition $\xi_{s}^{\operatorname{str}}(s, x)=x$. By Theorem 1.4, such a solution exists. We fix $t_{1}, 0<t_{1}<T$. Using the notation introduced in the proof of the previous theorem, we note that there exists an event $B \in \mathcal{B}_{\left[t_{1}, T\right]}$, $P^{t_{1}, T}(B)=1$, such that for any $v \in B$,

$$
P^{t_{1}}\left(u: \phi(t, u, v)=\int_{0}^{t} A(s, \phi(s, u, v)) d s+W_{t}\left(\Lambda_{1}^{-1}(u)\right), 0 \leq t \leq t_{1}\right)=1
$$

where the functional $\phi(t, u, v)$ is defined as in (1.9), i.e., $\phi(t, u, v)=\xi_{t}\left(\Lambda^{-1}\binom{u}{v}\right), l:=t_{1}$.
Now we consider the functional

$$
\widetilde{\phi}(t, u, v)= \begin{cases}\phi(t, u, v) & \text { if } v \in B  \tag{1.10}\\ \xi_{t}^{\operatorname{str}(0,0)} & \text { if } v \notin B\end{cases}
$$

where $u \in C_{\left[0, t_{1}\right]}, v \in C_{\left[t_{1}, T\right]}$ are given by (1.8) with $l:=t_{1}$.
Define the following functional:

$$
\begin{equation*}
\widetilde{\Phi}\left(t, \omega, \omega_{1}\right)=\widetilde{\phi}\left(t, \Lambda_{1}(\omega), \Lambda_{2}\left(\omega_{1}\right)\right), \tag{1.11}
\end{equation*}
$$

where $\left(\omega, \omega_{1}\right) \in C_{[0, T]} \times C_{[0, T]}, 0 \leq t \leq T$, the operators $\Lambda_{1}$ and $\Lambda_{2}$ are defined by relation (1.8), $l:=t_{1}$.
Further, we define the functional $\Phi^{1}\left(t, \omega, \omega_{1}\right)$ by the relations

$$
\begin{gather*}
\Phi^{0}\left(t, \omega, \omega_{1}\right)=\xi_{t}(\omega), \\
\Phi^{1}\left(t, \omega, \omega_{1}\right)=U\left(\Phi^{0}, t_{1}, t, \omega, \omega_{1}\right) \\
:= \begin{cases}\widetilde{\Phi}\left(t, \omega, \omega_{1}\right) & \text { if } 0 \leq t \leq t_{1} ; \\
\xi_{t}(\omega) & \text { if } t>t_{1} \text { and } \widetilde{\Phi}\left(t_{1}, \omega, \omega_{1}\right)=\widetilde{\Phi}\left(t_{1}, \omega, \omega\right) ; \\
\xi_{t}^{\operatorname{str}}\left(t_{1}, \widetilde{\Phi}\left(t_{1}, \omega, \omega_{1}\right)\right) & \text { if } t>t_{1} \text { and } \widetilde{\Phi}\left(t_{1}, \omega, \omega_{1}\right) \neq \widetilde{\Phi}\left(t_{1}, \omega, \omega\right) .\end{cases} \tag{1.12}
\end{gather*}
$$

It can be easily seen that:
(1) for any $\omega_{1} \in \Omega$, the process $\Phi^{1}\left(\cdot, \cdot, \omega_{1}\right)$ is an anticipating solution of Eq. (1.1);
(2) for any fixed $\omega_{1} \in \Omega$ and any $t, 0 \leq t \leq T$,

$$
\Phi^{1}\left(t, \cdot, \omega_{1}\right) \text { is } \mathcal{F}_{t}^{\Phi^{0}} \text {-measurable }
$$

and

$$
\Phi^{1}\left(t, \cdot, \omega_{1}\right) \text { is } \mathcal{F}_{t_{1}}^{W} \text {-measurable }
$$

for $t \leq t_{1}$;
(3) $\Phi^{1}(t, \omega, \omega)=\xi_{t}(\omega), 0 \leq t \leq T$ ( $P$-a.s. $)$.

For any $t_{2} \neq t_{1}, 0 \leq t_{2} \leq T$, on the basis of the functional $\Phi^{1}\left(t, \omega, \omega_{1}\right)$, by the same technique as above, we can construct a functional $\Phi^{2}\left(t, \omega, \omega_{1}\right)$ such that properties (1) and (3) hold without any changes and property (2) is transformed into the following property:
(2') for any fixed $\omega_{1} \in \Omega$ and any $t, 0 \leq t \leq T$, a functional $\Phi^{2}\left(t, \cdot, \omega_{1}\right)$ is $\mathcal{F}_{t}^{\Phi^{1}}$-measurable and $\Phi^{2}\left(t, \cdot, \omega_{1}\right)$ is $\mathcal{F}_{t_{k}}^{W}$-measurable for $t<t_{k}, k=1,2$.
Namely,

$$
\Phi^{2}\left(t, \omega, \omega_{1}\right)=U\left(\Phi^{1}, t_{1}, t, \omega, \omega_{1}\right)
$$

i.e., one is to proceed from the anticipating solution $\left(\Phi^{1}\left(t, \cdot, \omega_{1}\right)\right), 0 \leq t \leq T$, of Eq. (1.1) instead of the given anticipating solution $\left(\xi_{t}\right), 0 \leq t \leq T$ (see (1.10), (1.11), and (1.12)).

Consider a dense sequence of points $\left\{t_{n}\right\}_{n \geq 1}$ of the interval $[0, T]$ and define a sequence of functionals $\left\{\Phi^{n}\left(t, \omega, \omega_{1}\right)\right\}_{n \geq 1}$ recursively by the relation

$$
\begin{aligned}
\Phi^{n}\left(t, \omega, \omega_{1}\right) & =U\left(\Phi^{n-1}, t_{n}, t, \omega, \omega_{1}\right), \quad n \geq 1, \\
& \Phi^{0}\left(t, \omega, \omega_{1}\right)=\xi_{t}(\omega) .
\end{aligned}
$$

We show that

$$
\Phi\left(t, \omega, \omega_{1}\right)=\inf _{n} \sup _{m \geq n} \Phi^{m}\left(t, \omega, \omega_{1}\right)
$$

possesses the property required in the theorem.
The fact that $\Phi\left(t, \cdot, \omega_{1}\right)$ is measurable with respect to $\mathcal{F}_{t}^{W}$ follows from the following statement: for any $n \geq 1, \Phi^{n+1}\left(t, \cdot, \omega_{1}\right)$ is $\mathcal{F}_{t}^{\Phi^{n}}$-measurable and $\Phi^{n}\left(t, \cdot, \omega_{1}\right)$ is $\mathcal{F}_{t_{k}}^{W}$-measurable for every $t_{k} \geq t$, $k=1,2, \ldots, n$.

This implies that

$$
\sup _{m \geq n} \Phi^{m}\left(t, \cdot, \omega_{1}\right)
$$

possesses a similar property, and hence $\Phi\left(t, \cdot, \omega_{1}\right)$ is $\mathcal{F}_{t_{k}}^{W}$-measurable for every $t_{k} \geq t, k=1,2, \ldots$, i.e., $\Phi\left(t, \cdot, \omega_{1}\right)$ is $\mathcal{F}_{t+}^{W}$-measurable. But $\mathcal{F}_{t+}^{W}=\mathcal{F}_{t}^{W}$. Hence, $\Phi\left(t, \cdot, \omega_{1}\right)$ is $\mathcal{F}_{t}^{W}$-measurable for every $t, 0 \leq t \leq T$.

Further, we note that for any $m=1,2, \ldots$ and for fixed $\omega_{1}$, the process $\Phi^{m}\left(t, \cdot, \omega_{1}\right), 0 \leq t \leq T$, satisfies Eq. (1.1). Thus, by Theorem 1.3, the process $\Phi_{n}\left(t, \cdot, \omega_{1}\right)=\sup _{m \geq n} \Phi^{m}\left(t, \cdot, \omega_{1}\right), 0 \leq t \leq T$, and the process $\Phi\left(t, \cdot, \omega_{1}\right)=\inf _{n} \Phi_{n}\left(t, \cdot, \omega_{1}\right), 0 \leq t \leq T$, are solutions of Eq. (1.1) for any fixed $\omega_{1}$.

Finally, by our construction,

$$
\Phi(t, \omega, \omega)=\xi_{t}(\omega), \quad 0 \leq t \leq T \quad(P \text {-a.s. }) .
$$

Remark 1.3. If, in representation (0.4), the event $A \in \mathcal{B}_{[0, T]}$, then $\xi_{t}(\omega)=\Phi(t, \omega, \omega)$ ( $P$-a.s.) with

$$
\Phi\left(\cdot, \omega, \omega_{1}\right)=I_{\{A\}}\left(\omega_{1}\right) \xi^{1}(\omega)+I_{\left\{A^{c}\right\}}\left(\omega_{1}\right) \xi^{2}(\omega) .
$$

Now we pass to the description of the integral funnel of the solutions of Eq. (1.1). Denote

$$
\begin{aligned}
V_{t} & =\left\{\xi_{t}:\left(\left(\xi_{t}\right), 0 \leq t \leq T\right) \in \Xi\right\} \\
V_{t}^{s} & =\left\{\xi_{t}:\left(\left(\xi_{t}\right), 0 \leq t \leq T\right) \in \Xi_{s}\right\}
\end{aligned}
$$

for any $t, 0 \leq t \leq T$, i.e., $V_{t}$ (respectively, $V_{t}^{s}$ ) is a set of random variables $\xi_{t}$ which represents a section of the integral funnel of the anticipating (respectively, strong) solution set of Eq. (1.1) at the point $t$. Note that in all cases, Eq. (1.1) is "solved" under the same initial conditions.

Let, further,

$$
\begin{aligned}
V_{t}(\omega) & =\left\{\xi_{t}(\omega):\left(\left(\xi_{t}\right), 0 \leq t \leq T\right) \in \Xi\right\} \\
V_{t}^{s}(\omega) & =\left\{\xi_{t}(\omega):\left(\left(\xi_{t}\right), 0 \leq t \leq T\right) \in \Xi_{s}\right\}
\end{aligned}
$$

i.e., let $V_{t}(\omega)$ (respectively, $V_{t}^{s}(\omega)$ ) be a set of points from $\mathbb{R}_{1}$ such that through each of these points there passes a trajectory (with fixed $\omega$ ) of at least one anticipating (respectively, strong) solution of (1.1).

In other words, $V_{t}(\omega)$ (respectively, $V_{t}^{s}(\omega)$ ) represents a section of $V_{t}$ (respectively, of $V_{t}^{s}$ ) at the point $\omega$.

It is obvious that $V_{t}^{s} \subset V_{t}$ and $V_{t}^{s}(\omega) \subset V_{t}(\omega)(P$-a.s. $)$.
Theorem 1.6. For any $t, 0 \leq t \leq T$ :
(1) a section $V_{t}$ of the integral funnel of all anticipating solutions of Eq. (1.1) coincides with the subset $H$ of all $\mathcal{F}_{T}^{W}$-measurable random variables such that with probability 1 ,

$$
\underline{\xi}_{t} \leq \eta \leq \bar{\xi}_{t}
$$

where $\underline{\xi}_{t}$ and $\bar{\xi}_{t}$ are defined by (1.6), i.e.,

$$
V_{t}=\left\{\eta, \eta \in H: \underline{\xi}_{t} \leq \eta \leq \bar{\xi}_{t}(P-a . s .)\right\}
$$

(2) $V_{t}(\omega)=V_{t}^{s}(\omega)(P$-a.s. $)$.

Proof. We fix $t_{0}, 0 \leq t_{0} \leq T$. Let a random variable $\eta \in H$, where $H$ is a set of all $\mathcal{F}_{T}^{W}$-measurable random variables with

$$
\underline{\xi}_{t_{0}} \leq \eta \leq \bar{\xi}_{t_{0}} \quad(\text { Pa.s. })
$$

We show that: (1) there exists an anticipating solution $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, of Eq. (1.1) such that $\xi_{t_{0}}=\eta$; (2) for any fixed $\omega_{0} \in \Omega \equiv C_{[0, T]}$ there exists a strong solution $\xi_{t}\left(\omega, \omega_{0}\right)$ of Eq. (1.1) such that

$$
\xi_{t_{0}}\left(\omega_{0}, \omega_{0}\right)=\eta\left(\omega_{0}\right)
$$

Indeed, it can be easily seen that if we consider the Carathéodory scheme with the "initial" condition $\zeta_{t_{0}}=\eta$, i.e.,

$$
\begin{equation*}
\zeta_{t}=-\int_{t}^{t_{0}} A\left(s, \zeta_{s}\right) d s+W_{t}-W_{t_{0}}+\eta, \quad \zeta_{t_{0}}=\eta \tag{1.13}
\end{equation*}
$$

and take the sequence

$$
\eta_{j}(t)= \begin{cases}\eta & \text { if } t_{0}-\frac{t_{0}}{j} \leq t \leq t_{0} \\ -\int_{t+\frac{t_{0}}{j}}^{t_{0}} A\left(s, \eta_{j}(s)+W_{s}-W_{t_{0}}\right) d s+\eta \quad \text { if } 0 \leq t \leq t_{0}-\frac{t_{0}}{j}, j \geq 1\end{cases}
$$

as an approximated solution (i.e., denote $\eta(t)=\zeta_{t}-\left(W_{t}-W_{t_{0}}\right)$ and rewrite Eq. (1.13) as

$$
d \eta(t)=A\left(t, \eta(t)+W_{t}-W_{t_{0}}\right) d t, \quad \eta\left(t_{0}\right)=\eta, \quad 0 \leq t \leq t_{0}
$$

see (1.4) and (1.5)), we can, similarly to Theorem 1.2, construct a solution ( $\zeta_{t}$ ), $0 \leq t \leq t_{0}$, of Eq. (1.13) such that $\zeta_{t_{0}}=\eta$. By the extension (see the proof of Theorem 1.4), we obtain a solution ( $\zeta_{t}$ ) of Eq. (1.13) defined on the whole interval $[0, T]$.

Further, we denote

$$
\tau=\left\{\begin{array}{l}
\sup _{0 \leq t \leq t_{0}}\left\{t: \zeta_{t}=\bar{\xi}_{t} \text { or } \zeta_{t}=\underline{\xi}_{t}\right\} \\
0 \text { if } \zeta_{t} \neq \bar{\xi}_{t}, \zeta_{t} \neq \underline{\xi}_{t}, 0 \leq t \leq t_{0}
\end{array}\right.
$$

and set

$$
\xi_{t}=\left\{\begin{array}{l}
\underline{\xi}_{t} \text { if } 0 \leq t \leq \tau, \zeta_{\tau}=\underline{\xi}_{\tau}, \tau>0 \\
\bar{\xi}_{t} \text { if } 0 \leq t \leq \tau, \zeta_{\tau}=\bar{\xi}_{\tau}, \tau>0 \\
\zeta_{t} \text { if } \tau \leq t
\end{array}\right.
$$

It is obvious that the process $\xi=\left(\xi_{t}\right), 0 \leq t \leq T, \xi_{t_{0}}=\eta$, constructed above is the solution of Eq. (1.1) desired in (1).

Further, it follows from Theorem 1.5 that the desired in (2) strong solution is

$$
\xi_{t}\left(\omega, \omega_{0}\right)=\Phi\left(t, \omega, \omega_{0}\right),
$$

where $\Phi$ is a functional from Theorem 1.5 constructed from the solution $\xi$ of Eq. (1.1) which was obtained in (1).

Indeed,

$$
\eta\left(\omega_{0}\right)=\xi_{t_{0}}\left(\omega_{0}\right)=\Phi\left(t_{0}, \omega_{0}, \omega_{0}\right)=\xi_{t_{0}}\left(\omega_{0}, \omega_{0}\right)
$$

Finally, we give a sufficient condition for the uniqueness of the solution of Eq. (1.1).
Theorem 1.7. Let the function $A(t, x)$ together with the $C$-conditions (see ( 0.3 )) satisfy the relation

$$
\begin{equation*}
\int_{0}^{T} \inf _{y \in \mathbb{R}_{1}} \sup _{x \in \mathbb{R}_{1}}|A(t, x)-A(t, y)|^{2} d t<\infty \tag{1.14}
\end{equation*}
$$

Then there exists a pathwise unique strong solution of SDE (1.1).
Proof. It is well known that for any $\varepsilon>0$ there exists a measurable (with respect to $t$ ) function $y_{t}$, $0 \leq t \leq T$, such that

$$
\begin{equation*}
\int_{0}^{T} \sup _{x \in \mathbb{R}_{1}}\left|A(t, x)-A\left(t, y_{t}\right)\right|^{2} d t \leq \int_{0}^{T} \inf _{y \in \mathbb{R}_{1}} \sup _{x \in \mathbb{R}_{1}}|A(t, x)-A(t, y)|^{2} d t+\varepsilon T<\infty \tag{1.15}
\end{equation*}
$$

Denote

$$
\Gamma_{t}=\int_{0}^{t} \gamma_{s} d s
$$

where $\gamma_{t}=A\left(t, y_{t}\right)$, and define the stochastic process $\zeta=\left(\zeta_{t}\right)$ to be the equality

$$
\zeta_{t}=\Gamma_{t}+W_{t}, \quad 0 \leq t \leq T .
$$

Lemma 1.5. If $P_{\bar{\xi}}, P_{\underline{\xi}}$, and $P_{\zeta}$ are measures on $\left(C_{[0, T]}, \mathcal{B}_{[0, T]}\right)$ corresponding to the processes $\bar{\xi}=\left(\bar{\xi}_{t}\right)$, $\underline{\xi}=\left(\underline{\xi}_{t}\right)$, and $\zeta=\left(\zeta_{t}\right), 0 \leq t \leq T$, respectively, where $\bar{\xi}$ and $\underline{\xi}$ are strong solutions of $E q$. (1.1) defined in Theorem 1.4, then

$$
P_{\bar{\xi}} \ll P_{\zeta}, \quad P_{\underline{\xi}} \ll P_{\zeta} .
$$

Proof. Let us show, for example, that $P_{\bar{\xi}} \ll P_{\zeta}$. By (1.15),

$$
P\left(\int_{0}^{T}\left(A\left(t, \bar{\xi}_{t}\right)-\gamma_{t}\right)^{2} d t<\infty\right)=1 .
$$

Hence (see [66]), $P_{\bar{\xi}-\Gamma} \ll P_{W}$. But $\Gamma_{t}$ is a deterministic function and, therefore, $P_{\bar{\xi}} \ll P_{W+\Gamma}=P_{\zeta}$.

Lemma 1.6. For any $A \in \mathcal{B}_{[0, T]}$,

$$
P_{\bar{\xi}}(A)=P_{\underline{\xi}}(A) .
$$

Proof. By the above lemma and the form of densities [66], we obtain

$$
P_{\bar{\xi}}(A)=\int_{A} \frac{d P_{\bar{\xi}}}{d P_{\zeta}}(z) d P_{\zeta}(z)=\int_{A} \frac{d P_{\underline{\xi}}}{d P_{\zeta}}(z) d P_{\zeta}(z)=P_{\underline{\xi}}(A) .
$$

Getting back to the proof of the theorem, we note that if $\xi^{1}=\left(\xi_{t}^{1}\right)$ and $\xi^{2}=\left(\xi_{t}^{2}\right)$ are two arbitrary solutions of Eq. (1.1), then

$$
P\left(\underline{\xi}_{t} \leq \xi_{t}^{1}, \xi_{t}^{2} \leq \bar{\xi}_{t}, 0 \leq t \leq T\right)=1,
$$

which, together with Lemmas 1.6 and 1.1, leads to the relation

$$
P\left(\underline{\xi}_{t}=\xi_{t}^{1}=\xi_{t}^{2}=\bar{\xi}_{t}, 0 \leq t \leq T\right)=1 .
$$

Remark 1.4. A simpler than (1.14) condition

$$
\int_{0}^{T} m^{2}(t) d t<\infty
$$

will, certainly, ensure the uniqueness of the strong solution of Eq. (1.1), but already in the simple case $A(t, x) \equiv A(t), \int_{0}^{T} A^{2}(t) d t=+\infty$, where Eq. (1.1) has a unique strong solution, this condition is not satisfied.
Remark 1.5. If we replace the symbol $\int_{0}^{T}$ in condition (1.14) by $\int_{\varepsilon}^{T}, \varepsilon>0$, then there exists a unique strong solution $\xi_{t}^{\operatorname{str}}(\varepsilon, x)$ of Eq. (1.1) in the interval $[\varepsilon, T]$ with the initial condition $\xi_{\varepsilon}^{\operatorname{str}}(\varepsilon, x)=x, x \in \mathbb{R}_{1}$.

In this case, the functional $\Phi\left(t, \omega, \omega_{1}\right)$ from Theorem 1.5 can be constructed rather simply.
Namely,

$$
\Phi\left(t, \omega, \omega_{1}\right)=\lim _{n \rightarrow \infty} \Phi^{n}\left(t, \omega, \omega_{1}\right),
$$

where for any $n \geq 1$

$$
\Phi^{n}\left(t, \omega, \omega_{1}\right)=\left\{\begin{array}{ll}
U\left(\Phi^{n-1}, \frac{1}{n}, t, \omega, \omega_{1}\right) & \text { if } t \leq \frac{1}{n} \\
\xi_{t}^{\operatorname{str}}\left(\frac{1}{n}, \Phi^{n}\left(\frac{1}{n}, \omega, \omega_{1}\right)\right) & \text { if } t>\frac{1}{n}
\end{array} \quad \Phi^{0}\left(t, \omega, \omega_{1}\right)=\xi_{t}(\omega)\right.
$$

### 1.3. The Carathéodory-Type SDE. Local Solutions: Existence and Extension Theorems

In this section, we consider Eq. (1.1) on the whole time interval $[0, \infty)$. For convenience we assume that $\xi_{0}=0$.

Fix $T>0$ and let $g(t), 0 \leq t \leq T, g(0)=0$ be a continuous decreasing function. Let, further,

$$
\begin{equation*}
\tau_{u}^{g}=\inf \left\{t>0:\left|u_{t}\right| \geq g(t)\right\} \wedge T \tag{1.16}
\end{equation*}
$$

(with the usual convention $\inf \varnothing=\infty$ ), where $a \wedge b=\min (a, b), u \in C_{[0, T]}$.
Let $\Xi^{\text {loc }, g}$ and $\Xi_{s}^{\text {loc }, g}$ denote the classes of anticipating and strong local solutions of Eq. (1.1), i.e., we say, e.g., that the continuous stochastic process $\xi=\left(\xi_{t}\right)$, defined, perhaps, only on a stochastic interval $\left[0, \tau_{\xi}^{g}\right]$, belongs to the class $\Xi_{s}^{\text {loc }, g}$ if $P\left(\tau_{\xi}^{g}>0\right)=1$ and the process $\left(\xi_{t \wedge \tau_{\xi}^{g}}\right)$ is adapted to the filtration $\left(\mathcal{F}_{t \wedge \tau_{\xi}^{g}}^{W}\right)$ and is such that for every $t$,

$$
\xi_{t \wedge \tau_{\xi}^{g}}=\int_{0}^{t \wedge \tau_{\xi}^{g}} A\left(s, \xi_{s}\right) d s+W_{t \wedge \tau_{\xi}^{g}} \quad(P \text {-a.s. })
$$

or, equivalently,

$$
\xi_{t}=\int_{0}^{t} A\left(s, \xi_{s}\right) d s+W_{t} \quad\left(t \leq \tau_{\xi}^{g}, \quad P \text {-a.s. }\right)
$$

The coefficient $A(t, x)$ of Eq. (1.1) is assumed to satisfy the following two conditions:
(1) the function $A(t, x)$ is measurable in $t$ for any fixed $x \in \mathbb{R}_{1}$ and continuous in $x$ for any fixed $t \geq 0$;
(2) there exists a continuous function $M(t), M(t) \geq 0,0 \leq t \leq T, M(0)=0$, such that for any $t$, $0 \leq t \leq T$,

$$
\begin{equation*}
\int_{0}^{t} \bar{A}\left(s, \alpha_{s}+M(s)\right) d s \leq M(t) \tag{1.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{t}=(1+\varepsilon)\left(2 t \ln \ln \frac{1}{t}\right)^{1 / 2}, \quad \varepsilon>0 \tag{1.18}
\end{equation*}
$$

is the Kolmogorov-Khinchin-Lévy upper function [38], and

$$
\begin{equation*}
\bar{A}(t, x)=\sup _{|y| \leq x}|A(t, y)|, \quad x \in \mathbb{R}_{1} \tag{1.19}
\end{equation*}
$$

Remark 1.6. Condition (0.3) implies (1.17). It is sufficient to set

$$
M(t)=\int_{0}^{t} m(s) d s, \quad 0 \leq t \leq T
$$

Remark 1.7. The function $M(t)$ from (1.17) can be constructed as follows. For each $n \geq 1, t \in[0, T]$, we set

$$
\begin{equation*}
M^{n}(t)=\int_{0}^{t} \bar{A}\left(s, M^{n-1}(s)+\alpha_{s}\right) d s, \quad M(0) \equiv 0 \tag{1.20}
\end{equation*}
$$

It is easy to see that $\forall t \in[0, T]$ and $n \geq 1$,

$$
M^{n+1}(t) \geq M^{n}(t)
$$

(since $\bar{A}(t, x) \geq 0$ and $\bar{A}(t, x) \uparrow x)$. Hence, there exists

$$
\begin{equation*}
\lim _{n \rightarrow \infty} M^{n}(t):=M(t), \quad 0 \leq t \leq T \tag{1.21}
\end{equation*}
$$

(finite or infinite). The function $\bar{A}(t, x)$ is left-continuous. Therefore, if we pass to the limit as $n \rightarrow \infty$ in (1.20), we obtain

$$
\lim _{n \rightarrow \infty} M^{n}(t)=\int_{0}^{t} \bar{A}\left(s, \lim _{n \rightarrow \infty} M^{n}(s)+\alpha_{s}\right) d s
$$

i.e.,

$$
M(t)=\int_{0}^{t} \bar{A}\left(s, M(s)+\alpha_{s}\right) d s
$$

where $M(t)$ is defined by (1.21).
If we now assume that the sequence $\left\{M^{n}\right\}_{n \geq 1}$ is bounded, $M^{n}(t) \leq h(t) \forall n \geq 1, t \in[0, T]$, and $h(t)$ is a finite function, then the function $M(t)$ from (1.21) satisfies all the desirable conditions.

Obviously, the function $M=M(t), 0 \leq t \leq T$, just constructed, is the minimal solution of inequality (1.17), and $M(t) \uparrow t$.

We set

$$
\widetilde{A}(t, x)= \begin{cases}A(t, x) & \text { if }|x| \leq \beta_{t}  \tag{1.22}\\ A\left(t, \beta_{t} \operatorname{sign} x\right) & \text { if }|x|>\beta_{t}\end{cases}
$$

where $\beta_{t}=\alpha_{t}+M(t), 0 \leq t \leq T$.

Along with Eq. (1.1), we consider an auxiliary equation

$$
\begin{equation*}
d \xi_{t}=\widetilde{A}\left(t, \xi_{t}\right) d t+d W_{t}, \quad 0 \leq t \leq T, \quad \xi_{0}=0 \tag{1.23}
\end{equation*}
$$

(with "truncated" coefficient). Denote by $\widetilde{\Xi}$ and $\widetilde{\Xi}_{s}$ the classes of anticipating and strong solutions of Eq. (1.23). The following proposition will help to establish a relation between global and local solutions of Eq. (1.1).
Proposition 1.2. If the process $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, belongs to the class $\widetilde{\Xi}\left(\widetilde{\Xi}_{s}\right.$, respectively), then $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, belongs to the class $\Xi^{\text {loc }, \beta}\left(\Xi_{s}^{\text {loc }, \bar{\beta}}\right.$, respectively $)$.

Proof. Indeed,

$$
\xi_{t}=\int_{0}^{t} \widetilde{A}\left(s, \xi_{s}\right) d s+W_{t}=\int_{0}^{t} A\left(s, \xi_{s}\right) d s+W_{t}
$$

$\left(t \leq \tau_{\xi}^{\beta}, P\right.$-a.s. $)$. It is enough to show that

$$
P\left(\tau_{\xi}^{\beta}>0\right)=1 .
$$

Denoting $\eta_{t}=\xi_{t}-W_{t}$, we obtain

$$
\begin{aligned}
\tau_{\xi}^{\beta} & =\inf \left\{t>0:\left|\xi_{t}\right| \geq \beta_{t}\right\} \wedge T \\
& =\inf \left\{t>0:\left|\eta_{t}+W_{t}\right| \geq M(t)+\alpha_{t}\right\} \wedge T \\
& \geq \inf \left\{t>0:\left|\eta_{t}\right|+\left|W_{t}\right| \geq M(t)+\alpha_{t}\right\} \wedge T \\
& \geq \inf \left\{t>0:\left|W_{t}\right| \geq \alpha_{t}\right\} \wedge T=\tau_{W}^{\alpha} \wedge T,
\end{aligned}
$$

since by (1.17), $|\eta(t)| \leq M(t) \forall t \in[0, T]$ (recall that the process $\xi$ satisfies Eq. (1.23)). But by the law of the iterated logarithm,

$$
P\left(\tau_{W}^{\alpha}>0\right)=1
$$

Now we note that for any $t, 0 \leq t \leq T$, and $x \in \mathbb{R}_{1}$,

$$
|\widetilde{A}(t, x)| \leq \bar{A}\left(t, \beta_{t}\right) \equiv m(t)
$$

i.e., $\widetilde{A}(t, x)$ satisfies the Carathéodory condition (0.3).

Thus, by virtue of Proposition 1.2, it suffices to substitute in the statements of Theorems 1.2-1.6 the phrase "local solution" instead of the word "solution" and the stochastic interval $\left[0, \tau_{\xi}^{\beta}\right]$ instead of the interval $[0, T]$, in order for these statements to be also valid for the case under consideration (i.e., under condition (1.17)).

The following theorem allows us to extend the solutions of Eq. (1.1) to the whole interval $[0, \infty)$.
Theorem 1.8. Let the following two conditions be satisfied:
(a) for any $s, s \geq 0$, and $x, x \in \mathbb{R}_{1}$, there exist a point $T^{s, x}$, $T^{s, x} \geq T_{0}>0$ (where $T_{0}$ is a fixed point) and a continuous function $M^{s, x}(T) \geq 0, M^{s, x}(0)=0$, defined on $\left[0, T^{s, x}\right]$ such that for any $t$, $0 \leq t \leq T^{s, x}$,

$$
\begin{equation*}
\int_{0}^{t} \sup _{|y| \leq M^{s, x}(u)+\alpha_{u}}|A(s+u, x+y)| d u \leq M^{s, x}(t) \tag{1.24}
\end{equation*}
$$

(b) for $s=0$, there exist a point $T^{0,0}, T^{0,0}>0$, and a continuous function $M^{0,0}(t)>0, M^{0,0}(0)=0$, defined on $\left[0, T^{0,0}\right]$, such that for any $t, 0 \leq t \leq T^{0,0}$, inequality (1.24) holds only at the point $x=0$.

Proof. Denote $\beta_{t}^{s, x}=\alpha_{t}+M^{s, x}(t), 0 \leq t \leq T^{s, x}$, and define the sequence of hitting times $\left(\tau_{n}\right)_{n \geq 1}$ by the following recursive equalities:

$$
\begin{align*}
& \tau_{1}(\omega)=\inf \left\{t>0:\left|\omega_{t}\right| \geq \beta_{t}^{0,0}\right\} \wedge T^{0,0}, \\
& \text {...................................... } \\
& \text {................................. }  \tag{1.25}\\
& \tau_{n}(\omega)=\inf \left\{t>\tau_{n-1}:\left|\omega_{t}-\omega_{\tau_{n-1}}\right| \geq \beta_{t-\tau_{n-1}}^{\tau_{n-1}, \omega_{\tau_{n-1}}}\right\} \wedge\left\{\tau_{n-1}+T^{\tau_{n-1}, \omega_{\tau_{n-1}}}\right\}, \\
& \text {.................................. }
\end{align*}
$$

For any $(s, x) \in[0, \infty) \times \mathbb{R}_{1}$, consider Eq. (1.1) on the interval $[s, \infty)$ with the initial condition $\xi_{s}=x$.

Then it follows from the above-stated results and from the assumptions of the theorem that there exists an anticipating solution $\left(\xi_{t}(s, x)\right)$ of the equation such that $\xi_{s}(s, x)=x$ and

$$
P\left\{\xi_{t}(s, x)=x+\int_{s}^{t} A\left(u, \xi_{u}(s, x)\right) d u+W_{t}-W_{s}, s \leq t \leq \tau_{s, x}+s\right\}=0
$$

where

$$
\begin{equation*}
\tau_{s, x}=\left[\inf \left\{t>s:\left|\xi_{t}(s, x)-x\right| \geq \beta_{t-s}^{s, x}\right\}-s\right] \wedge T^{s, x} \tag{1.26}
\end{equation*}
$$

Let the stochastic process $\left(\xi_{t}\right), t \geq 0$, be given by the relation

$$
\xi_{t}=\left\{\begin{array}{l}
\xi_{t}(0,0) \quad \text { if } 0 \leq t \leq \tau_{1} \\
\xi_{t}\left(\tau_{n}, \xi_{\tau_{n}}\right) \text { if } \tau_{n} \leq t \leq \tau_{n+1}, \quad n \geq 1
\end{array}\right.
$$

where in definition (1.25) of hitting times one has to substitute the values of the process $\xi$, i.e., $\tau_{n} \equiv \tau_{n}(\xi)$.
Now we note that

$$
\left|\xi_{t}(s, x)-x-\left(W_{t}-W_{s}\right)\right| \leq M^{s, x}(t-s) \quad\left(s \leq t \leq \tau_{s, x}+s, P \text {-a.s. }\right)
$$

Hence

$$
\tau_{s, x} \geq \tau_{s}^{0} \quad(P \text {-a.s. }),
$$

where

$$
\tau_{s}^{0}:=\left[\inf \left\{t>s:\left|W_{t}-W_{s}\right| \geq \alpha_{t-s}\right\}-s\right] \wedge T^{0,0}
$$

By the definition, for all $n \geq 1$,

$$
\tau_{n}=\tau_{n-1}+\tau_{n-1, \xi_{\tau_{n-1}}}, \quad \tau_{0}=0
$$

Let the sequence $\tau_{n}^{*}$ be given recursively by the following formula: for any $n \geq 1$,

$$
\tau_{n}^{*}=\tau_{n-1}^{*}+\tau_{\tau_{n-1}^{*}}^{0}, \quad \tau_{0}^{*}=0
$$

Now we recall that by the law of the iterated logarithm

$$
P\left(\tau_{s}^{0}>0\right)=1
$$

and from the strong Markov property of a Wiener process $W=\left(W_{t}\right)$, the sequence $\left\{\tau_{\tau_{n-1}^{*}}^{0}\right\}_{n \geq 1}$ is an i.i.d. sequence. Hence

$$
\tau_{n}^{*}=\sum_{i=1}^{n} \tau_{\tau_{i-1}^{*}}^{0} \rightarrow \infty \quad \text { as } \quad n \rightarrow \infty \quad(P \text {-a.s. })
$$

But

$$
P\left(\tau_{n} \geq \tau_{n}^{*}\right)=1
$$

Thus,

$$
\tau_{n} \rightarrow \infty \quad \text { as } \quad n \rightarrow \infty \quad(P \text {-a.s. }) .
$$

Remark 1.8. If we take a strong solution of Eq. (1.1) as the initial solution $\xi_{t}(s, x)$ which is involved in the proof of the theorem, then, obviously, the extension will also be strong.
Corollary 1.1. Change condition (a) in the formulation of Theorem 1.8 as follows:
( $\mathrm{a}^{\prime}$ ) for some real number $H>0$ and for any $s, 0 \leq s \leq T$, and $x,|x| \leq H$, there exist a real number $T^{s, x}, T^{s, x} \geq T^{H}>0$, and a continuous function $M^{s, x}(t) \geq 0, M^{s, x}(0)=0$, defined on $\left[0, T^{s, x}\right]$, such that for any $t, 0 \leq t \leq T^{s, x}$, inequality (1.24) holds.

Then the (anticipating or strong) solution $\xi=\left(\xi_{t}\right)$ of Eq. (1.1) can be extended up to the moment $\tau_{\xi}^{H}$, where $\tau_{\xi}^{H}$ is defined by (1.16).

The proof is obvious.
Theorem 1.9. Under the condition of Theorem 1.8, the equality

$$
\xi_{t}(\omega)=\Phi(t, \omega, \omega), \quad t \geq 0 \quad(P \text {-a.s. })
$$

holds, where the functional $\Phi\left(t, \omega, \omega_{1}\right)$ has the properties described in Theorem 1.5.
Proof. We will use the notation introduced in the proof of the previous theorem and Theorem 1.5.
Let $\xi=\left(\xi_{t}\right), t \geq 0$, be some anticipating solution of Eq. (1.1). For any $(s, x) \in[0, \infty) \times \mathbb{R}_{1}$, we will consider Eq. (1.1) in the interval $[s, \infty)$ with the initial condition $\xi_{s}=x$. Then from the conditions of the theorem and due to the above-stated results it follows that there exist:
(1) an anticipating solution of Eq. (1.1), $\xi_{t}(s, x), s \leq t \leq \tau_{s, x}+s, \xi_{s}(s, x)=x$;
(2) a strong solution of Eq. (1.1), $\xi_{t}^{\text {str }}(s, x), s \leq t \leq \tau_{s, x}+s, \xi_{s}^{\text {str }}(s, x)=x$;
(3) the functional $\Phi_{s, x}^{\xi}\left(t, \omega, \omega_{1}\right)$ with the properties stated in Theorem 1.5. The Markov moment $\tau_{s, x}$ is defined by (1.26).

Let $\Phi_{1}\left(t, \omega, \omega_{1}\right)$ denote a functional corresponding to the process $\xi=\left(\xi_{t}\right), t \geq 0$, and coinciding with $\Phi_{0,0}^{\xi}\left(t, \omega, \omega_{1}\right)$ in the interval $0 \leq t \leq \tau_{0, \xi_{0}}$.

For any $n>1$, we construct the functional $\Phi_{n}\left(t, \omega, \omega_{1}\right)$ in the following way. In the interval $0 \leq t \leq$ $\tau_{n-1}\left(\Phi_{n-1}\right)$, we set

$$
\Phi_{n}\left(t, \omega, \omega_{1}\right)=\Phi_{n-1}\left(t, \omega, \omega_{1}\right) .
$$

If, otherwise, $t \geq \tau_{n-1}\left(\Phi_{n-1}\right)$, then:
(1) for the $\omega_{1}$ for which

$$
\xi_{\tau_{n-1}\left(\Phi_{n-1}\right)}(\omega)=\Phi_{n-1}\left(\tau_{n-1}\left(\Phi_{n-1}\right), \omega, \omega_{1}\right),
$$

we set

$$
\Phi_{n}\left(t, \omega, \omega_{1}\right)=\Phi_{\tau_{n-1}\left(\Phi_{n-1}\right), \xi_{\tau_{n-1}\left(\Phi_{n-1}\right)}^{\xi}}\left(t, \omega, \omega_{1}\right) ;
$$

(2) for the $\omega_{1}$ for which

$$
\xi_{\tau_{n-1}\left(\Phi_{n-1}\right)}(\omega) \neq \Phi_{n-1}\left(\tau_{n-1}\left(\Phi_{n-1}\right), \omega, \omega_{1}\right)
$$

we set

$$
\Phi_{n}\left(t, \omega, \omega_{1}\right)=\xi_{t}^{\operatorname{str}}\left(\tau_{n-1}\left(\Phi_{n-1}\right), \Phi_{n-1}\left(\tau_{n-1}\left(\Phi_{n-1}\right), \omega, \omega_{1}\right)\right)
$$

Similarly to the proof of the previous theorem, we can prove that

$$
P\left(\tau_{n}\left(\Phi_{n}\right) \geq \tau_{n}^{*}\right)=1
$$

and $P\left(\tau_{n}^{*} \rightarrow \infty\right.$ as $\left.n \rightarrow \infty\right)=1$.
Theorem 1.10. Let the conditions of Theorem 1.8 hold and let for any $s>0$,

$$
\begin{equation*}
\int_{0}^{T^{s, x}} \inf _{|z| \leq \beta_{u}^{s, x}} \sup _{|y| \leq \beta_{u}^{s, x}}|A(s+u, x+y)-A(s+u, x+z)|^{2} d u<\infty \tag{1.27}
\end{equation*}
$$

where $\beta_{t}^{s, x}=\alpha_{t}+M^{s, x}(t)$.
If $s=0$, then inequality (1.27) can take place only at the point $x=0$.

Then there exists a pathwise unique strong solution of Eq. (1.1) on the whole interval $[0, \infty)$.
Proof. It is similar to the proof of Theorem 1.8 and is omitted here.
Corollary 1.2. Change condition (a) in the formulation of Theorem 1.10 as follows:
( $\mathrm{a}^{\prime \prime}$ ) for any real number $H>0$ and for any $x,|x| \leq H$, and $s, s>0$, there exist a real number $T^{s, x} \geq T^{H}>0$, and a continuous function $M^{s, x}(t) \geq 0, M^{s, x}(0)=0$, defined on $\left[0, T^{s, x}\right]$, such that for any $t, 0 \leq t \leq T^{s, x}$, inequality (1.27) holds.

Then there exists a local strong pathwise unique solution of Eq. (1.1) satisfying the equality

$$
\xi_{t \wedge \tau_{\xi}^{H}}=\int_{0}^{t \wedge \tau_{\xi}^{H}} A\left(s, \xi_{s}\right) d s+W_{t \wedge \tau_{\xi}^{H}} \quad(P \text {-a.s. }),
$$

for each $H>0\left(\tau_{\xi}^{H}\right.$ is defined in (1.16)), and if

$$
\tau=\lim _{H \rightarrow \infty} \tau_{\xi}^{H}
$$

then

$$
\lim _{t \uparrow \tau}\left|\xi_{t}\right|=+\infty \quad(\tau<\infty, \quad P \text {-a.s. })
$$

i.e., there exists a pathwise unique strong solution of Eq. (1.1) defined up to the explosion time $\tau$.

Proof. It is obvious and is omitted here.
Remark 1.9. Let the function $A(t, x):[0, T] \times \mathbb{R}_{1} \rightarrow \mathbb{R}_{1}$ be
( $1^{\prime}$ ) Borel-measurable in the pair $(t, x)$;
(2')

$$
\begin{equation*}
\varlimsup_{t \rightarrow 0} \sup _{|x| \leq \alpha_{t}}|A(t, x)|<\infty, \tag{1.28}
\end{equation*}
$$

where $\alpha_{t}$ is defined by (1.18).
For each $t \in[0, T], \varepsilon>0$, denote

$$
\widetilde{\alpha}_{t}=\left(1+\frac{\varepsilon}{2}\right)\left(2 t \ln \ln \frac{1}{t}\right)^{1 / 2}, \quad M(t)=\frac{\varepsilon}{2}\left(2 t \ln \ln \frac{1}{t}\right)^{1 / 2} .
$$

Obviously, $\alpha_{t}=\widetilde{\alpha}_{t}+M(t)$, and by (1.28),

$$
\begin{equation*}
\varlimsup_{t \rightarrow 0} \bar{A}\left(t, \alpha_{t}\right)<\infty, \tag{1.29}
\end{equation*}
$$

where $\bar{A}(t, x)$ is given by (1.19).
Since the function $\bar{A}\left(t, \alpha_{t}\right)$ is bounded (see (1.29)) in the neighborhood of the point $t=0$, we obtain

$$
\int_{0}^{t} \bar{A}\left(s, \alpha_{s}\right) d s=O(t) \quad \text { as } \quad t \rightarrow 0
$$

Hence, there exists a point $t_{0}>0$ such that $\forall t \in\left[0, t_{0}\right]$,

$$
\begin{equation*}
\int_{0}^{t} \bar{A}\left(s, \widetilde{\alpha}_{s}+M(s)\right) d s=\int_{0}^{t} \bar{A}\left(s, \alpha_{s}\right) d s \leq M(t) . \tag{1.30}
\end{equation*}
$$

Obviously,

$$
\inf _{|y| \leq \alpha_{t}} \sup _{|x| \leq \alpha_{t}}|A(t, x)-A(t, y)|^{2} \leq 4\left(\sup _{|x| \leq \alpha_{t}}|A(t, x)|\right)^{2}=4 \bar{A}^{2}\left(t, \alpha_{t}\right) .
$$

Thus, we obtain

$$
\begin{equation*}
\int_{0}^{t_{0}} \inf _{|y| \leq \alpha_{t}|x| \leq \alpha_{t}} \sup |A(t, x)-A(t, y)|^{2} d t<\infty \tag{1.31}
\end{equation*}
$$

For each $t \in\left[0, t_{0}\right]$ and $x \in \mathbb{R}_{1}$, we denote

$$
\widetilde{A}(t, x)=\left\{\begin{array}{lll}
A(t, x) & \text { if } & |x| \leq \alpha_{t}, \\
A\left(t, \alpha_{t} \operatorname{sign} x\right) & \text { if } & |x|>\alpha_{t},
\end{array}\right.
$$

and consider Eq. (1.23).
Since for any $x \in \mathbb{R}_{1},|\widetilde{A}(t, x)| \leq\left|\bar{A}\left(t, \alpha_{t}\right)\right|$ and

$$
\varlimsup_{t \rightarrow 0}|\widetilde{A}(t, x)| \leq \varlimsup_{t \rightarrow 0}\left|\bar{A}\left(t, \alpha_{t}\right)\right|<\infty
$$

we obtain

$$
|\widetilde{A}(t, x)| \leq c<\infty
$$

for any $t \in\left[0, t_{0}\right], x \in \mathbb{R}_{1}$.
Therefore, by [131], Eq. (1.23) (with the truncated coefficient) is strongly regular. On the other hand, condition (1.17) and condition (b) of Theorem 1.8 are satisfied in the interval [ $0, t_{0}$ ] (see (1.30) and (1.31)). Now, similarly to the proofs of Proposition 1.2 and Theorem 1.8 (where we do not use the continuity of the function $A(t, x)$ in the variable $x$ ), we can easily verify that the following theorem is valid.

Theorem 1.11. Under conditions ( $1^{\prime}$ ) and ( $2^{\prime}$ ), Eq. (1.1) is locally strongly regular.

### 1.4. Special Cases and Examples

Let $A(t, x)$ be a Borel-measurable function continuous with respect to $x$.

1. (a) There exists a constant $c<\infty$ such that $|A(t, x)| \leq c$ for any $x \in \mathbb{R}_{1}$ and $t \in[0, T]$.

Then there exists a pathwise unique strong solution of Eq. (1.1) (see [75]).
(b) There exist constants $H$ and $C_{H}<\infty$ such that $|A(t, x)| \leq C_{H}$ for any $t, 0 \leq t \leq T$, and $x$, $|x| \leq H$.

Then there exists a pathwise unique local strong solution of Eq. (1.1) defined up to the moment $\tau_{\xi}^{H}$ (see (1.16)).
(c) If condition (b) is satisfied for all $H, H>0$, then there exists a pathwise unique strong solution of (1.1) defined up to the explosion time $\tau=\lim _{H \rightarrow \infty} \tau_{\xi}^{H}$, which is a generalization of the analogous statement for the case where $A(t, x)$ satisfies a local Lipschitz condition.
2. Let there exist a constant $r_{0}>0$ and a function $b(t, r)$ with $b(t, r) \geq 0$,

$$
\int_{0}^{T} b(t, r) d t<\infty \quad \forall r
$$

and for $|x| \leq r_{0}$,

$$
|A(t, x)| \leq b\left(t, r_{0}\right), \quad 0 \leq t \leq T
$$

Then the conditions of Theorems 1.8 and 1.10 are satisfied if for any $(s, x) \in[0, \infty) \times \mathbb{R}_{1}$, we take $T^{s, x}=T_{0}>0$ so small that $M(t)+\alpha_{t} \leq r_{0}$, where

$$
M(t)=\int_{0}^{t} b\left(s, r_{0}\right) d s
$$

If, in addition,

$$
\int_{0}^{T} b^{2}(s, r) d s<\infty \quad \forall r
$$

then Eq. (1.1) is strongly regular on the whole interval $[0, \infty)$.
3. (a) Let there exist a constant $c>0$ such that for each $t \in[0, \infty)$

$$
|A(t, x)| \leq c(1+|x|) \quad \forall x \in \mathbb{R}_{1}
$$

We now find the function $M^{s, x}(t)$ and the point $T_{0}$ such that conditions (1.24) and (1.27) be satisfied.

Indeed, it is sufficient to show that for each $(s, x)$ there exists a function $M^{s, x}(t)$ such that

$$
\begin{equation*}
\int_{0}^{t} c\left(1+|x|+\alpha_{u}+M^{s, x}(u)\right) d u \leq M^{s, x}(t) \tag{1.32}
\end{equation*}
$$

for each $t \in\left[0, T_{0}\right], T_{0}>0$, and

$$
\int_{0}^{T_{0}} \bar{A}^{2}\left(s+u, x+\alpha_{u}+M^{s, x}(u)\right) d u<\infty
$$

We set

$$
M^{s, x}(t):=A t+B|x| t,
$$

where $A>0$ and $B>0$ are some constants. From inequality (1.32) we obtain

$$
\begin{equation*}
c t+c|x| t+c K(t)+c A \frac{t^{2}}{2}+c B|x| \frac{t^{2}}{2} \leq A t+B|x| t, \tag{1.33}
\end{equation*}
$$

where $K(t)=\int_{0}^{t} \alpha_{s} d s$.
Since inequality (1.33) is true at the point $t=0$, it is sufficient to require that the inequality

$$
c+c|x|+c \alpha_{t}+c A t+c B|x| t \leq A+B|x|
$$

for the derivatives (in the variable $t$ ) of the left- and right-hand sides of inequality (1.33) be satisfied.
For this, it is sufficient to require that

$$
\begin{gathered}
c\left(1+\alpha_{t}+A t\right) \leq A \\
c(1+B t) \leq B
\end{gathered}
$$

But the left-hand sides of the previous inequalities are increasing functions of $t$. Therefore, if we find the constants $A$ and $B$ from the equalities

$$
\begin{gathered}
c\left(1+\alpha_{T_{0}}+A T_{0}\right)=A, \\
c\left(1+B T_{0}\right)=B,
\end{gathered}
$$

where $T_{0}>0$ is a constant, and take $T_{0}<\frac{1}{c}$, then the function

$$
M^{s, x}(t)=\frac{c\left(1+\alpha_{T_{0}}\right)}{1-c T_{0}} t+\frac{c}{1-c T_{0}}|x| t, \quad 0 \leq t \leq T_{0}
$$

and the point $T_{0}$ satisfies all the requirements.
(b) More generally, let

$$
\begin{equation*}
|A(t, x)| \leq a_{t}+b_{t}|x|, \tag{1.34}
\end{equation*}
$$

where $\left(a_{t}\right)$ and $\left(b_{t}\right)$ are deterministic functions,

$$
\begin{aligned}
& a_{t} \geq 0, \quad b_{t} \geq 0, \quad 0 \leq t \leq T, \\
& \int_{0}^{T} a_{t} d t<\infty, \quad \int_{0}^{T} b_{t} d t<\infty, \quad x \in \mathbb{R}_{1} .
\end{aligned}
$$

It is easy to see that if we consider the equation

$$
\begin{equation*}
M^{s, x}(t)=\int_{0}^{t} a_{s+u} d u+\left(|x|+c+V^{s, x}\right) \int_{0}^{t} b_{s+u} d u \tag{1.35}
\end{equation*}
$$

for a function $M^{s, x}$, where

$$
c=\alpha_{T}, \quad V^{s, x}=\frac{\int_{0}^{T_{0}} a_{s+u} d u+(|x|+c) \int_{0}^{T_{0}} b_{s+u} d u}{1-\int_{0}^{T_{0}} b_{s+u} d u}
$$

(note that $V^{s, x}=M^{s, x}\left(T_{0}\right)$ ) and take $T_{0}>0$ so small that for any $s, 0 \leq s \leq T$,

$$
\int_{0}^{T_{0}} b_{s+u} d u<1
$$

then the function $M^{s, x}(t)$ and the point $T_{0}>0$ constructed in (1.35) satisfy all the requirements of inequality (1.24).

If, in addition, we require that

$$
\begin{equation*}
\int_{0}^{T} a_{t}^{2} d t<\infty \quad \text { and } \quad \int_{0}^{T} b_{t}^{2} d t<\infty \tag{1.36}
\end{equation*}
$$

then condition (1.27) is also satisfied.
4. Now we show that conditions (1.24) and (1.27) are essential.
(a) This example is very simple. Let $A(t, x)=\phi(t)$, i.e., it does not depend on the variable $x$.

Then inequality (1.24) is satisfied if and only if

$$
\int_{0}^{T_{0}}|\phi(t)| d t<\infty
$$

Indeed, if the last inequality is satisfied and we denote $M(t)=\int_{0}^{t} \mid \phi(s) d s$, then inequality (1.24) is satisfied. The inverse is also trivial. Hence, if inequality (1.24) is not satisfied, then Eq. (1.1) has no sense.
(b) Let

$$
A(t, x)=2 a(t)|x|^{1 / 2} \operatorname{sign} x, \quad 0 \leq t \leq T, \quad x \in \mathbb{R}_{1}
$$

where $a(t)=\alpha_{t}^{-1 / 2} \alpha_{t}^{\prime}$, where $\alpha_{t}$ is defined in (1.18) and $\alpha_{t}^{\prime}$ is its derivative.
It is easy to see that $\bar{A}(t, x)=2 a(t)|x|^{1 / 2}$ (see (1.19)).
Rewrite inequality (1.24) in the following equivalent form:

$$
\int_{0}^{t} \bar{A}\left(s, \beta_{s}\right) d s+\alpha_{t} \leq \beta_{t}, \quad 0 \leq t \leq T
$$

where $\beta_{t}=\alpha_{t}+M(t)$ and show that $\beta_{t}=(3+2 \sqrt{2}) \alpha_{t}, 0 \leq t \leq T$, satisfies the last inequality.
Indeed,

$$
\begin{aligned}
\int_{0}^{t} \bar{A}\left(s, \beta_{s}\right) d s+\alpha_{t} & =2(3+2 \sqrt{2})^{1 / 2} \int_{0}^{t} a(t) \alpha_{t}^{1 / 2} d t+\alpha_{t} \\
& =2(3+2 \sqrt{2})^{1 / 2} \int_{0}^{t} \alpha_{s}^{-1 / 2} \alpha_{s}^{\prime} \alpha_{s}^{1 / 2} d s+\alpha_{t} \\
& =\left(2(3+2 \sqrt{2})^{1 / 2}+1\right) \alpha_{t}=(3+2 \sqrt{2}) \alpha_{t}=\beta_{t}
\end{aligned}
$$

On the other hand,

$$
\begin{equation*}
\left.\int_{0}^{T} 4 a^{2}(t) \inf _{|z| \leq \beta_{t}} \sup _{|y| \leq \beta_{t}}| | y\right|^{1 / 2} \operatorname{sign} y-\left.|z|^{1 / 2} \operatorname{sign} z\right|^{2} d t=4(3+2 \sqrt{2}) \int_{0}^{T}\left(\alpha_{s}^{\prime}\right)^{2} d s=\infty . \tag{1.37}
\end{equation*}
$$

Hence, (1.27) is false.
Now we construct two different local strong solutions of Eq. (1.1).
Note that for each $t \in[0, T]$,

$$
\begin{align*}
& \int_{0}^{t} A\left(s, \alpha_{s}\right) d s-\alpha_{t}=\alpha_{t}  \tag{1.38}\\
& \int_{0}^{t} A\left(s,-\alpha_{s}\right) d s+\alpha_{t}=\alpha_{t} \tag{1.39}
\end{align*}
$$

Construct a sequence of processes $\left(\xi^{1, n}\right)_{n \geq 0}=\left\{\left(\xi_{t}^{1, n}\right), 0 \leq t \leq T\right\}_{n \geq 0}$, putting

$$
\begin{align*}
& \xi_{t}^{1,0}=\alpha_{t} \\
& \xi_{t}^{1, n}=\int_{0}^{t} A\left(s, \xi_{s}^{1, n-1}\right) d s+W_{t}, \quad n=1,2, \ldots \tag{1.40}
\end{align*}
$$

for each $t$.
By the law of the iterated logarithm ( $t \leq \tau_{W}^{\alpha}, P$-a.s. $)$,

$$
\xi_{t}^{1,1}=\int_{0}^{t} A\left(s, \alpha_{s}\right) d s+W_{s}=\alpha_{t}+\alpha_{t}+W_{t} \geq \alpha_{t}=\xi_{t}^{1,0}
$$

Hence,

$$
\xi_{t}^{1, n}=\int_{0}^{t} A\left(s, \xi_{s}^{1, n-1}\right) d s+W_{t} \geq \int_{0}^{t} A\left(s, \xi_{s}^{1, n-2}\right) d s+W_{t}=\xi_{t}^{1, n-1} \quad\left(t \leq \tau_{W}^{\alpha}, P-\text { a.s. }\right)
$$

for each $n \geq 2$. Thus, sequence (1.40) is ( $t \leq \tau_{W}^{\alpha}, P$-a.s.) nondecreasing.
By induction it is easy to verify that

$$
\left|\xi_{t}^{1, n}\right| \leq \beta_{t}, \quad 0 \leq t \leq T \quad\left(t \leq \tau_{W}^{\alpha}, P \text {-a.s. }\right)
$$

for each $n \geq 0$.
Indeed,

$$
\left|\xi_{t}^{1,1}\right| \leq \int_{0}^{t} \bar{A}\left(s, \alpha_{s}\right) d s+\alpha_{t} \leq \int_{0}^{t} \bar{A}\left(s, \beta_{s}\right) d s+\alpha_{t}=\beta_{t}
$$

( $t \leq \tau_{W}^{\alpha}, P$-a.s. $)$, and if $\left|\xi_{t}^{1, n-1}\right| \leq \beta_{t}\left(t \leq \tau_{W}^{\alpha}, P\right.$-a.s. $)$, then

$$
\left|\xi_{t}^{1, n}\right| \leq \int_{0}^{t} \bar{A}\left(s, \xi_{s}^{1, n-1}\right) d s+\alpha_{t} \leq \int_{0}^{t} \bar{A}\left(s, \beta_{s}\right) d s+\alpha_{t}=\beta_{t}
$$

as was required.
Hence, there exists a finite limit

$$
\begin{equation*}
\xi_{t}^{1}=\lim _{n \rightarrow \infty} \xi_{t}^{1, n} \quad\left(t \leq \tau_{W}^{\alpha}, P \text {-a.s. }\right) \tag{1.41}
\end{equation*}
$$

which satisfies Eq. (1.1) with $\xi_{0}^{1}=0$, and by the construction, the process $\left(\xi_{t \wedge \tau_{W}^{\alpha}}^{1}\right)$ is $\mathcal{F}_{t \wedge \tau_{W}^{\alpha}}^{W}$-adapted.
Therefore, we construct a $\tau_{W}^{\alpha}$-local strong solution $\xi^{1}$ of Eq. (1.1) such that

$$
\alpha_{t} \leq \xi_{t}^{1} \leq \beta_{t} \quad\left(t \leq \tau_{W}^{\alpha}, P \text {-a.s. }\right)
$$

Starting from Eq. (1.39), one can construct a $\tau_{W}^{\alpha}$-local strong solution $\xi^{2}$ of Eq. (1.1) with

$$
-\alpha_{t} \geq \xi_{t}^{2} \geq-\beta_{t} \quad\left(t \leq \tau_{W}^{\alpha}, P \text {-a.s. }\right)
$$

Finally, note that there is no function $\beta^{*}=\left(\beta_{t}^{*}\right)$ such that $\beta_{t}^{*}<\beta_{t}$ and conditions (1.24) and (1.27) are satisfied. Indeed, if $\beta^{*}$ satisfies condition (1.24), then $\beta^{*} \geq \alpha$. Thus, by (1.37), condition (1.27) does not hold.
5. (a) The example below shows that condition (1.34) is not necessary for the existence of a strong solution of Eq. (1.1).

Consider the linear equation

$$
\begin{equation*}
d \xi_{t}=a_{t} \xi_{t} d t+d W_{t}, \quad 0 \leq t \leq T, \quad \xi_{0}=0 \tag{1.42}
\end{equation*}
$$

where the function $a=\left(a_{t}\right)$ is such that

$$
\int_{\varepsilon}^{T}\left|a_{t}\right| d t<\infty \quad \text { for any } \quad \varepsilon>0
$$

Along with Eq. (1.42) we consider the equation

$$
\begin{equation*}
d \xi_{t}=a_{t} \xi_{t} d t+d W_{t}, \quad \varepsilon \leq t \leq T, \quad \xi_{\varepsilon}=C \in \mathbb{R}_{1} \tag{1.43}
\end{equation*}
$$

with the same coefficient $a_{t}, \varepsilon \leq t \leq T$, as in Eq. (1.42).
Obviously, (1.43) has a unique strong solution given by the formula

$$
\begin{gathered}
\xi_{t}^{C}=\exp \left(\int_{\varepsilon}^{t} a_{u} d u\right)\left(C-W_{\varepsilon}\right)+\int_{\varepsilon}^{t} \exp \left(\int_{s}^{t} a_{u} d u\right) a_{s} W_{s} d s+W_{t} \\
\xi_{\varepsilon}=C, \quad \varepsilon \leq t \leq T
\end{gathered}
$$

If, in addition,

$$
\int_{0}^{T^{0}}\left|a_{t}\right| d t<\infty
$$

for some small number $T^{0}>0$, then taking $\varepsilon=0$, we obtain that Eq. (1.42) has a unique strong solution, $\left(\xi_{t}^{0}\right), 0 \leq t \leq T$. Condition (1.24) here takes the form

$$
\int_{0}^{T^{0}} \exp \left(\int_{s}^{T^{0}}\left|a_{u}\right| d u\right)\left|a_{s}\right| \alpha_{s} d s<\infty
$$

where $\alpha_{t}$ is defined by (1.18).
Under such a condition, the general solution of Eq. (1.42) has, obviously, the form

$$
\begin{gather*}
\xi_{t}^{C}=C \exp \left(\int_{t_{0}}^{t} a_{u} d u\right)+\int_{t_{0}}^{t} \exp \left(\int_{s}^{t} a_{u} d u\right) a_{s} W_{s} d s+W_{t}  \tag{1.44}\\
0 \leq t, t_{0} \leq T
\end{gather*}
$$

where $C$ is a function of $\omega, \omega \in \Omega$.
If

$$
\int_{0}^{T^{0}} a_{t} d t=+\infty
$$

then $\xi_{t}^{C}$ is a solution of Eq. (1.42) for any $C$.
In this case, the functional $\Phi\left(t, \omega, \omega_{1}\right)$ from Theorem 1.5 takes the form

$$
\Phi\left(t, \omega, \omega_{1}\right)=\xi_{t}^{C\left(\omega_{1}\right)}(\omega), \quad \omega, \omega_{1} \in \Omega
$$

Thus it is seen that the inclusion of the solution of Eq. (1.42) in different classes of solutions (strong, anticipating) depends on the choice of $C(\omega)$.

If

$$
\int_{0}^{T^{0}} a_{t} d t=-\infty
$$

then we must take $C=0$ in (1.44).
(b) It is well known ([126]) that if the stochastic process $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, is adapted to a family of $\sigma$-algebras $\left(\mathcal{F}_{t}\right), 0 \leq t \leq T$, to which, in turn, a Wiener process $W=\left(W_{t}\right), 0 \leq t \leq T$, is adapted, then the pathwise uniqueness of the weak solution of the general equation (1.3) implies that the solution $\xi$ is, actually, a strong one.

Now, with the example of Eq. (1.42) we show that with a specific choice of the function $a_{t}$ one can construct a (pathwise) unique anticipating (but not a strong) solution of Eq. (1.42) on the whole interval $[0, T]$. Thus, the condition that the solution is adapted to $\left(\mathcal{F}_{t}\right), 0 \leq t \leq T$, in [126] cannot be omitted.

Indeed, set, e.g.,

$$
a_{t}=\left\{\begin{array}{l}
0 \quad \text { if } t=0 \\
\frac{c_{1}}{t}, \quad 0<c_{1}<\frac{1}{2} \quad \text { if } 0 \leq t \leq \frac{T}{2} \\
\frac{c_{2}}{t-\frac{T}{2}}, \quad c_{2}<0 \quad \text { if } \frac{T}{2}<t \leq T
\end{array}\right.
$$

It can be easily seen that there is no solution of Eq. (1.43) with the initial condition $\xi_{T / 2} \neq 0$ in the interval $\left[\frac{T}{2}, T\right]$, but there exists a unique solution with the initial condition $\xi_{T / 2}=0$. The last condition, in turn, defines $C=C(\omega)$ uniquely in formula (1.44) of the general solution of Eq. (1.42) on the interval $\left[0, \frac{T}{2}\right]$. Namely,

$$
C(\omega)=-\exp \left(-\int_{t_{0}}^{T / 2} a_{u} d u\right)\left[\int_{t_{0}}^{T / 2} \exp \left(\int_{s}^{T / 2} a_{u} d u\right) a_{s} W_{s} d s+W_{T / 2}\right] \in \mathcal{F}_{T / 2}^{W}
$$

Thus, the solution just constructed is a pathwise unique anticipating solution of Eq. (1.42) on the whole interval $[0, T]$ but, obviously, it is not strong.

### 1.5. Innovation Problem for Nonlinear Filtering

Consider a stochastic basis $\left(\Omega, \mathcal{F}, F=\left(\mathcal{F}_{t}\right), t \geq 0, P\right)$ with a Wiener process $W=\left(W_{t}\right), t \geq 0$, defined on it, and let $\theta$ be a random variable independent of $W$ with a distribution function $F(a)=P(\theta \leq a)$, $a \in \mathbb{R}_{1}$.

Further, we consider the Itô process $\xi=\left(\xi_{t}\right), t \geq 0$, with the differential

$$
\begin{equation*}
d \xi_{t}=\theta d t+d W_{t}, \quad t \geq 0, \quad \xi_{0}=0 \tag{1.45}
\end{equation*}
$$

We want to construct an innovation process $\bar{W}$, i.e., represent the process $\xi$ in the form of the diffusion-type process:

$$
d \xi_{t}=A_{t} d t+d \bar{W}_{t}, \quad t \geq 0, \quad \xi_{0}=0
$$

where the process $A_{t}$ is $\mathcal{F}_{t}^{\xi}$-measurable for every $t$ and $\bar{W}=\left(\bar{W}_{t}\right), t \geq 0$, is a Wiener process with

$$
\mathcal{F}_{t}^{\bar{W}}=\mathcal{F}_{t}^{\xi}, \quad t \geq 0 \quad(\bmod P) .
$$

Note that both $\sigma$-algebras are augmented with respect to the measure $P$ for each $t \geq 0$.
In order to do this, we introduce the function $A(t, x):[0, \infty) \times \mathbb{R}_{1} \rightarrow \mathbb{R}_{1}$ by the formula

$$
A(t, x)=\left\{\begin{align*}
\frac{\int_{-\infty}^{+\infty} a \exp \left(a x-\frac{a^{2} t}{2}\right) d F(a)}{\int_{-\infty}^{+\infty} \exp \left(a x-\frac{a^{2} t}{2}\right) d F(a)} & \text { if } t>0  \tag{1.46}\\
0 & \text { if } t=0
\end{align*}\right.
$$

From the Bayes formula we have

$$
A\left(t, \xi_{t}\right)=E\left(\theta \mid \mathcal{F}_{t}^{\xi}\right) \quad(d t \times P \text {-a.s. }) .
$$

Thus, by virtue of [77], $\bar{W}=\left(\bar{W}_{t}\right), t \geq 0$, where

$$
\begin{equation*}
\bar{W}_{t}=\xi_{t}-\int_{0}^{t} A\left(s, \xi_{s}\right) d s \tag{1.47}
\end{equation*}
$$

is a Wiener process adapted to $\left(\mathcal{F}_{t}^{\xi}\right), t \geq 0$.

Under rather strong restrictions on the distribution $F$ of the random variable $\theta$ it has been shown that the Wiener process constructed in (1.47) is an innovation process. In [14], $\theta$ was assumed to be bounded, in [66] the pair $(\theta, W)$ was assumed to be Gaussian, and in $[96], E|\theta|<\infty$.

If we write Eq. (1.47) in the form

$$
\begin{equation*}
d \xi_{t}=A\left(t, \xi_{t}\right) d t+d \bar{W}_{t}, \quad t \geq 0, \quad \xi_{0}=0 \tag{1.48}
\end{equation*}
$$

and consider Eq. (1.48) as a stochastic differential equation, then we note that the problem of the construction of an innovation process can be solved by proving the existence of the unique strong solution of Eq. (1.48).

## a. Direct Probabilistic Proof

Application of Theorem 1.1 makes it possible to reduce the problem of construction of the unique solution of Eq. (1.48) to a simpler problem: that is, to the proof of the weak uniqueness of the solution of Eq. (1.48).

Note that the existence of a weak solution of Eq. (1.48) follows directly from (1.47).
We show first that for any $s>0$ and $z \in \mathbb{R}_{1}$, Eq. (1.48), considered in the interval $t \geq s>0$ with the initial condition $\xi_{s}=z$, is strongly regular.

With this aim in view, we fix $s>0$ and $z \in \mathbb{R}_{1}$ and consider the following Itô process:

$$
\begin{equation*}
\xi_{t}(s, z)=z+\theta_{s, z} \cdot(t-s)+W_{t}-W_{s}, \quad t>s \tag{1.49}
\end{equation*}
$$

where $\theta_{s, z}$ is a random variable independent of the future increments $W_{t}-W_{s}, t \geq s>0$, of a Wiener process $W$, and $P\left(\theta_{s, z} \leq a\right)=F_{s, z}(a), a \in \mathbb{R}_{1}$, with

$$
\begin{equation*}
F_{s, z}(a)=\frac{\int_{-\infty}^{a} e^{b z-\frac{b^{2} s}{2}} d F(b)}{\int_{-\infty}^{+\infty} e^{b z-\frac{b^{2} s}{2}} d F(b)} \tag{1.50}
\end{equation*}
$$

We introduce the function

$$
A_{s, z}(t, x)=\left\{\begin{array}{l}
\frac{\int_{-\infty}^{+\infty} a \exp \left(a x-\frac{a^{2}(t-s)}{2}\right) d F_{s, z}(a)}{\int_{-\infty}^{+\infty} \exp \left(a x-\frac{a^{2}(t-s)}{2}\right) d F_{s, z}(a)} \text { for } t>s  \tag{1.51}\\
0 \quad \text { for } t=s
\end{array}\right.
$$

Note that for any $s>0$ and $z \in \mathbb{R}_{1}$,

$$
A_{s, z}\left(t, \xi_{t}(s, z)\right)=E\left(\theta_{s, z} \mid \mathcal{F}_{t}^{\xi(s, z)}\right) \quad(d t \times P \text {-a.s. }) .
$$

Thus, by virtue of [77], in this case we have again that

$$
\begin{equation*}
\bar{W}_{t}(s, z)=\xi_{t}(s, z)-z-\int_{s}^{t} A_{s, z}\left(u, \xi_{u}(s, z)\right) d u \tag{1.52}
\end{equation*}
$$

is a Wiener process with respect to the filtration $\left(\mathcal{F}_{t}^{\xi(s, z)}\right), t \geq s>0$.
Substituting Eq. (1.50) into (1.51), we obtain

$$
A_{s, z}(t, x)=A(t, x+z) .
$$

Hence, by virtue of Eq. (1.52), we obtain

$$
\begin{equation*}
d \xi_{t}(s, z)=A\left(t, \xi_{t}(s, z)\right) d t+d \bar{W}_{t}(s, z), \quad \xi_{s}(s, z)=z, \quad t \geq s>0 \tag{1.53}
\end{equation*}
$$

Consequently, the process $\xi_{t}(s, z), t \geq s, z \in \mathbb{R}_{1}$, is a weak solution of Eq. (1.53) and hence, of Eq. (1.48), on the whole interval $[0, \infty)$ with the initial condition $\xi_{s}(s, z)=z$.

It can be easily seen now that the function $A(t, x)$ is bounded in the domain

$$
\{(t, x): 0<s \leq t \leq T,|x| \leq H, 0<T<\infty, 0<H<\infty\} .
$$

Indeed,

$$
|A(t, x)| \leq \frac{\int_{-\infty}^{+\infty}|a| \exp \left(|a| H-\frac{a^{2} s}{2}\right) d F(a)}{\int_{-\infty}^{+\infty} \exp \left(-|a| H-\frac{a^{2} T}{2}\right) d F(a)}<\infty
$$

Hence, by virtue of Corollary 1.2, Eq. (1.48), considered on the interval $[s, \infty), \xi_{s}=z, z \in \mathbb{R}_{1}$, for any $s>0$ is strongly regular until the explosion time (see the definition in the statement of Corollary 1.2).

As we can see, the weak solution which was constructed earlier (see Eq. (1.47)) is finite on the whole interval $[s, \infty)$, and we obtain that Eq. (1.48) is strongly regular on the whole interval $[s, \infty), s>0$, for any initial condition $\xi_{s}=z \in \mathbb{R}_{1}$.

Thus, there exists a non-anticipating functional $\Phi_{t}\left(s, z,\left(u_{\tau}-u_{s}, \tau \geq s\right)\right), s>0, t \geq s, z \in \mathbb{R}_{1}$, $u \in C_{[s, \infty)}$, such that for any weak solution $\left(\xi_{t}, W_{t}\right), t \geq s>0$, of Eq. (1.48), with the initial condition $\xi_{s}=\eta$, where $\eta$ is a random variable independent of the $\sigma$-algebra $\mathcal{F}_{[s, \infty)}^{W}$, the following relation holds:

$$
\xi_{t}=\Phi_{t}\left(s, \eta,\left(W_{\tau}-W_{s}, \tau \geq s\right)\right) \quad(P \text {-a.s. })
$$

Now we introduce a measure $Q_{s, z}(\cdot)$ on the space $\left(C_{[s, \infty)}, \mathcal{B}_{[s, \infty)}\right)$. For any $s>0, z \in \mathbb{R}_{1}$, we set

$$
Q_{s, z}(B)=P\left(\Phi .\left(s, z,\left(W_{\tau}-W_{s}, \tau \geq s\right)\right) \in B\right)
$$

where $B \in \mathcal{B}_{[s, \infty)}$.
Obviously, $Q_{s, z}(B)=P(\xi(s, z) \in B)$.
One can easily verify the following properties of the measure $Q_{s, z}$ : for all $s>0$ and $z \in \mathbb{R}_{1}$ we have
(1) $Q_{s, z}\left(\widehat{\theta}:=\lim _{t \rightarrow \infty} \frac{u_{t}}{t}\right.$ exists $)=1$;
(2) $Q_{s, z}\left(\left(\bar{W}_{t}(s, z):=u_{t}-z-(t-s) \hat{\theta}, t \geq s\right) \in B\right)=P^{s}(B)$, where $P^{s}$ is a Wiener measure on $\left(C_{[s, \infty)} \mathcal{B}_{[s, \infty)}\right) ;$
(3) $Q_{s, z}(\widehat{\theta} \leq a)=F_{s, z}(a), a \in \mathbb{R}_{1}$;
(4) $Q_{s, z}\left(\widehat{\theta} \leq a,\left(\bar{W}_{t}(s, z), t \geq s\right) \in B\right)=F_{s, z} \cdot P^{s}(B)$;
(5) if $\left(\xi_{t}\right)$ is a weak solution of Eq. (1.48) on the whole interval $[0, \infty)$, then

$$
P\left(\left(\xi_{t}, t \geq s\right) \in B \mid \xi_{s}=z\right)=Q_{s, z}(B)
$$

Now let $\widetilde{\xi}_{t}, t \geq 0$, be a weak solution of Eq. (1.48) considered on the interval $t \geq 0$ with the initial condition $\widetilde{\xi}_{0}=0$. Let $P_{\widetilde{\xi}}(\cdot)$ be a distribution corresponding to the process $\widetilde{\xi}, P(\cdot)$ be a Wiener measure on the space $\left(C_{[0, \infty)}, \mathcal{B}_{[0, \infty)}\right)$, and $P_{\widetilde{\xi}_{s}}(\cdot)$ be a distribution of the random variable $\widetilde{\xi}_{s}$, where $s>0$ is a fixed point. It is obvious that the following equalities are true:
(1')

$$
\begin{aligned}
P_{\widetilde{\xi}}\left(\lim _{t \rightarrow \infty} \frac{u_{t}}{t} \quad \text { exists }\right) & =\int_{\mathbb{R}_{1}} P_{\widetilde{\xi}}\left(\lim _{t \rightarrow \infty} \frac{u_{t}}{t} \quad \text { exists } \mid u_{s}=z\right) P_{\widetilde{\xi}_{s}}(d z) \\
& =\int_{\mathbb{R}_{1}} Q_{s, z}\left(\lim _{t \rightarrow \infty} \frac{u_{t}}{t} \quad \text { exists }\right) P_{\widetilde{\xi}_{s}}(d z)=1 .
\end{aligned}
$$

Let $\lim _{t \rightarrow \infty} \frac{\widetilde{\xi}_{t}}{t}=\tilde{\theta}$.
For any $s>0, z \in \mathbb{R}_{1}$, we have
(2')

$$
\begin{aligned}
& P_{\widetilde{\xi}}\left(\left(u_{t}-u_{s}-\widetilde{\theta}(t-s), t \geq s\right) \in B\right) \\
& \quad=\int_{\mathbb{R}_{1}} P_{\widetilde{\xi}}\left(\left(u_{t}-u_{s}-\widetilde{\theta}(t-s), t \geq s\right) \in B \mid u_{s}=z\right) P_{\widetilde{\xi}_{s}}(d z) \\
& \quad=\int_{\mathbb{R}_{1}} Q_{s, z}(B) \cdot P_{\widetilde{\xi}_{s}}(d z)=\int_{\mathbb{R}_{1}} P^{s}(B) P_{\widetilde{\xi}_{s}}(d z)=P^{s}(B),
\end{aligned}
$$

where $B \in \mathcal{B}_{[s, \infty)}$.
(3')

$$
\begin{aligned}
& P_{\widetilde{\xi}}\left(\left(u_{t}-u_{s}-\widetilde{\theta}(t-s), t \geq s\right) \in B, \widetilde{\theta} \leq a\right) \\
& \quad=\int_{\mathbb{R}_{1}} P_{\widetilde{\xi}}\left(\left(u_{t}-u_{s}-\widetilde{\theta}(t-s), t \geq s\right) \in B, \widetilde{\theta} \leq a \mid u_{s}=z\right) P_{\widetilde{\xi}_{s}}(d z) \\
& \quad=\int_{\mathbb{R}_{1}} Q_{s, z}(B, \widetilde{\theta} \leq a) P_{\widetilde{\xi}_{s}}(d z)=\int_{\mathbb{R}_{1}} P^{s}(B) F_{s, z}(a) P_{\widetilde{\xi}_{s}}(d z)=P^{s}(B) \widetilde{F}(a),
\end{aligned}
$$

where $\widetilde{F}(a)$ is the distribution of the random variable $\widetilde{\theta}$.
$\left(4^{\prime}\right) P\left(\widetilde{\theta} \leq a \mid \widetilde{\xi}_{s}=z\right)=F_{s, z}(a)$.
Thus, if $\widetilde{W}_{t}=\widetilde{\xi}_{t}-\widetilde{\theta} t, t \geq 0$, then by virtue of properties ( $2^{\prime}$ ) and ( $3^{\prime}$ ), we easily obtain that the $\sigma$-algebra $\sigma(\widetilde{\theta})$ is independent of the $\sigma$-algebra $\mathcal{F}_{[0,+\infty)}^{\widetilde{W}}=\sigma\left(\cup_{s>0} \sigma\left(\widetilde{W}_{\tau}-\widetilde{W}_{s}, \tau \geq s\right)\right)$. But $\mathcal{F}_{[0, \infty)}^{\widetilde{W}}=\sigma\left(\widetilde{W}_{t}\right)$, $t \geq 0=\mathcal{F}_{0+}^{\widetilde{W}} \vee \mathcal{F}_{[0+, \infty)}^{\widetilde{W}}=\mathcal{F}_{[0+, \infty)}^{\widetilde{W}}$, since $\mathcal{F}_{0+}^{\widetilde{W}}=\mathcal{F}_{0}^{\widetilde{W}}=(\varnothing, \Omega)(\bmod P)$. Hence $\widetilde{W}_{t}, t \geq 0$, is a Wiener process independent of the random variable $\widetilde{\theta}$. In order to show that the distribution of $\widetilde{\xi}$ coincides with that of $\xi$ and, therefore, that Eq. (1.48) has a unique weak solution, it is sufficient to show that $\widetilde{F}(a)=F(a), a \in \mathbb{R}_{1}$.

It can be easily seen that

$$
\begin{equation*}
P\left(\widetilde{\theta} \leq a \mid \mathcal{F}_{s}^{\widetilde{\xi}}\right)=P\left(\widetilde{\theta} \leq a \mid \widetilde{\xi}_{s}\right)=F_{s, \widetilde{\xi}_{s}}(a), \quad a \in \mathbb{R}_{1}, \quad s>0 \quad\left(P_{\widetilde{\xi}} \text {-a.s. }\right) \tag{1.54}
\end{equation*}
$$

But

$$
\lim _{s \rightarrow 0+} P\left(\widetilde{\theta} \leq a \mid \mathcal{F}_{s}^{\widetilde{\xi}}\right)=P\left(\widetilde{\theta} \leq a \mid \mathcal{F}_{0+}^{\tilde{\xi}}\right)
$$

by virtue of the properties of the reverse martingale.
Further, we note that $P_{\tilde{\xi}} \ll P_{W}$ and $\mathcal{F}_{0+}^{W}=\mathcal{F}_{0}^{W}$. Thus, by the zero-one law,

$$
P\left(\widetilde{\theta} \leq a \mid \mathcal{F}_{0+}^{\widetilde{\xi}}\right)=P(\widetilde{\theta} \leq a)=\widetilde{F}(a) \quad\left(P_{\left.\widetilde{\xi}^{-a . s .}\right)}\right)
$$

Finally, by virtue of (1.54),

$$
\widetilde{F}(a)=\lim _{s \rightarrow 0+} F_{s, \tilde{\xi}_{s}}(a)=F(a)
$$

## b. Proof Based on the Extension of Theorem 1.1

Let $\left(C_{[0, T]}, \mathcal{B}_{[0, T]}\right)$ be a measure space of continuous functions. Let, further, $Y \in \mathcal{B}_{[0, T]}$.
We call the continuous process $\xi=\left(\xi_{t}\right), 0 \leq t \leq T$, a $Y$-solution (see [126]) (weak or strong) of Eq. (1.1) if the process $\xi$ satisfies Eq. (1.1) and is such that

$$
P\left\{\left(\left(\xi_{t}\right), 0 \leq t \leq T\right) \in Y\right\}=1
$$

Similarly the notions of $Y$-weakly and $Y$-strongly regular equations can be introduced.
Consider the class

$$
K=\{Y: u, v \in Y \Longrightarrow u \vee v, u \wedge v \in Y\},
$$

where $u \vee v=\max \left(u_{t}, v_{t}\right), 0 \leq t \leq T$, and $u \wedge v=\min \left(u_{t}, v_{t}\right), 0 \leq t \leq T$.

It can be easily seen that an analogue of Theorem 1.1 holds also for $Y$-solutions.
Namely, the following theorem takes place.
Theorem 1.1'. For any $Y \in K$, Eq. (1.1) is $Y$-strongly regular iff Eq. (1.1) is $Y$-weakly regular.
The proof coincides with that of Theorem 1.1. The only difference is that here we can apply the Yamada-Watanabe theorem formulated for $Y$-solutions.

Namely, if Eq. (1.1) has a $Y$-weak solution and if any two $Y$-weak solutions given on the same (arbitrary) probability space with the same initial distributions coincide pathwise, then Eq. (1.1) has a pathwise unique $Y$-strong solution.

Consider the class

$$
Y_{0}=\left\{u \in C_{[0, T]}: \int_{0}^{T} A^{2}\left(t, u_{t}\right) d t<\infty\right\}
$$

It is obvious that $Y_{0} \in K$.
The solution (weak or strong) of Eq. (1.1) is called an AC-solution (absolutely continuous solution) if the measure corresponding to this solution is absolutely continuous with respect to the measure of the process $\xi_{0}+W$.

It follows from the criterion of absolute continuity of the measure of the diffusion process with respect to the Wiener measure (see [66]) that any $Y_{0}$-solution is an AC-solution and vice versa.

On the other hand (as follows from the form of the Radon-Nikodym derivative), the AC-solutions are equivalent in distributions, which implies the following corollary.

Corollary 1.3. If there exists a weak $A C$-solution of Eq. (1.1), then it is a pathwise unique strong $A C$-solution.

Returning to the innovation problem, note that Eq. (1.48) has a weak solution, namely, the initial process $\xi$ (see (1.47)). But the measure of the Itô process $\xi$ is absolutely continuous with respect to the Wiener measure (see (1.45)). The problem is solved.

## Chapter 2

## PARTIALLY OBSERVABLE DIFFUSION-TYPE PROCESSES. CONSTRUCTION OF AN INNOVATION PROCESS

### 2.1. A Stochastic Version of the Gronwall-Bellman Lemma

The following lemma is a stochastic version (multidimensional) of the well-known Gronwall-Bellman lemma.

Lemma 2.1. Let, on a stochastic basis $\left(\Omega, \mathcal{F}, F=\left(\mathcal{F}_{t}\right), 0 \leq t \leq T, P\right)$, the following objects be given:
(1) a multidimensional continuous process $X_{t}=\left(X_{t}^{1}, \ldots, X_{t}^{n}\right)$ with $X_{t} \geq 0(P$-a.s. $), 0 \leq t \leq T$;
(2) a matrix process

$$
K_{t}=\left(K_{t}^{i j}\right), \quad i, j=1, \ldots, n, \quad 0 \leq t \leq T, \quad K(0)=0
$$

which is increasing and continuous;
(3) a multidimensional continuous local martingale

$$
M_{t}=\left(M_{t}^{1}, \ldots, M_{t}^{n}\right), \quad M_{0}^{i}=0, \quad i=1, \ldots, n
$$

Let

$$
0 \leq X_{t} \leq \int_{0}^{t} X_{s} d K_{s}+M_{t}, \quad 0 \leq t \leq T \quad(P-a . s .)
$$

Then

$$
P\left(\sup _{0 \leq t \leq T}\left\|X_{t}\right\|=0\right)=1
$$

where $\left\|X_{t}\right\|=\sum_{j=1}^{n}\left|X_{t}^{j}\right|$.
Proof. Note that if $B$ is an increasing process, $M \in \mathcal{M}_{\mathrm{loc}}^{c}$, and $0 \leq M_{t}+B_{t}$, then if $E B_{\tau}<\infty$, where $\tau$ is a stopping time, $M_{t \wedge \tau}$ is a supermartingale.

Indeed,

$$
M_{t \wedge \tau} \geq-B_{t \wedge \tau} \geq-B_{\tau}
$$

Hence, $M_{t \wedge \tau}$ is bounded by an integrable random variable and, therefore, is a supermartingale.
It is obvious that

$$
\left\|X_{t}\right\| \leq \int_{0}^{t}\left\|X_{s}\right\| d \widetilde{K}_{s}+\widetilde{M}_{t}
$$

where

$$
\widetilde{K}_{t}:=t+\sup _{0 \leq s \leq t}\left\|X_{s}\right\|+\max _{1 \leq i, j \leq n} K_{t}^{i j}, \quad \widetilde{M}_{t}=\sum_{i=1}^{n} M_{t}^{i}
$$

Consider the stopping time $\tau_{c}$ defined by the equality

$$
\widetilde{K}_{\tau_{c}}=c .
$$

We show that for

$$
B_{t}=\int_{0}^{t}\left\|X_{s}\right\| d \widetilde{K}_{s}
$$

$E B_{\tau_{c}}<\infty$ is true.
Indeed,

$$
B_{t} \leq \sup _{0 \leq s \leq t}\left\|X_{s}\right\| \widetilde{K}_{t} \leq\left(\widetilde{K}_{t}\right)^{2}
$$

Hence,

$$
B_{\tau_{c}} \leq\left(\widetilde{K}_{\tau_{c}}\right)^{2}=c^{2}
$$

Thus, $\widetilde{M}_{t \wedge \tau_{c}}$ is a supermartingale and $E \widetilde{M}_{t \wedge \tau_{c}} \leq 0$.
Changing the time $X_{\tau_{c}}=Y(c)$, we obtain

$$
\|Y(c)\| \leq \int_{0}^{\tau}\left\|X_{s}\right\| d \widetilde{K}_{s}+\widetilde{M}_{\tau_{c}}
$$

Since $\tau_{c}=\widetilde{K}^{-1}(c)$, we have

$$
\|Y(c)\| \leq \int_{0}^{c}\|Y(l)\| d l+\widetilde{M}_{\tau_{c}}
$$

Hence,

$$
E\|Y(c)\| \leq \int_{0}^{t} E\|Y(l)\| d l
$$

The latter, by the Gronwall-Bellman lemma, leads to the equality $E\|Y(c)\|=0$, which implies $Y(c)=0$ ( $P$-a.s.). But this means that $\sup _{c}\left\|X_{\tau_{c}}\right\|=0$ and since $\tau_{c} \rightarrow \infty$ as $c \rightarrow \infty$, we have $\sup _{0 \leq t \leq T}\left\|X_{t}\right\|=0$ ( $P$-a.s.).

### 2.2. Innovation Problem for a Component of the Diffusion-Type Process

Consider a diffusion-type process $(\eta, \xi)$ which is a solution of the following SDE:

$$
\begin{align*}
& d \eta_{t}=a_{t}(\xi, \eta) d t+b_{t}(\eta) d v_{t}, \quad \eta_{0}=0, \\
& d \xi_{t}=A_{t}(\xi, \eta) d t+d W_{t}, \quad \xi_{0}=0, \quad 0 \leq t \leq T, \tag{2.1}
\end{align*}
$$

where $v$ and $W$ are independent Wiener processes and $a, b$, and $A$ are nonanticipating functionals.
Let $g_{t}(x, y), 0 \leq t \leq T, x, y \in C_{[0, T]}$ denote any of the functionals $a_{t}(x, y), A_{t}(x, y)$ and assume that the following conditions are satisfied for any $x, \bar{x}, y \in C_{[0, T]}$ and $t \in[0, T]$ :
(1) the Lipschitz condition with respect to the variable $x$,

$$
\left|g_{t}(x, y)-g_{t}(\bar{x}, y)\right|^{2} \leq \operatorname{const}\left(\left(x_{t}-\bar{x}_{t}\right)^{2}+\int_{0}^{t}\left(x_{s}-\bar{x}_{s}\right)^{2} d K_{s}\right) ;
$$

(2) the linear growth condition

$$
\mid g_{t}(x, y) \leq \operatorname{const}\left(1+x_{t}^{2}+y_{t}^{2}+\int_{0}^{t}\left(x_{s}^{2}+y_{s}^{2}\right) d K_{s}\right)
$$

where $K=\left(K_{t}\right), K_{0}=0$, is an increasing continuous function;
(3) the coefficient $b_{t}(y)$ is such that the equation

$$
d \zeta_{t}=b_{t}(\zeta) d v_{t}, \quad \zeta_{0}=0
$$

has a unique strong solution.
Theorem 2.1. Let $(\eta, \xi)=\left(\eta_{t}, \xi_{t}\right), 0 \leq t \leq T$, be a strong solution of $\operatorname{SDE}$ (2.1). If conditions (1), (2), and (3) are satisfied, then there exists an innovation Wiener process $\bar{W}=\left(\bar{W}, F^{\xi}\right)$ for the process $\xi$, and

$$
F^{\bar{W}}=F^{\xi} \quad(\bmod P)
$$

Remark 2.1. The process $\bar{W}=\left(\bar{W}, F^{\xi}\right)$ and the filtrations $F^{\bar{W}}$ and $F^{\xi}$ are defined in the Introduction, (0.6), (0.7), and (0.8).

Proof. For simplicity we consider the case where $b_{t}(y)=1$ (in the general case it is sufficient to consider a distribution of the solution of the equation

$$
d \zeta=b d v
$$

instead of the Wiener distribution). We suppose also that $d K_{t}=d t$.
Both assertions of the theorem will be proved if we show that the process $\xi$ is represented in the form of a diffusion-type process

$$
\begin{equation*}
d \xi_{t}=m_{t}(\xi) d t+d \bar{W}_{t}, \quad \xi_{0}=0, \quad 0 \leq t \leq T, \tag{2.2}
\end{equation*}
$$

where the process $m=\left(m_{t}(\xi)\right)$ is $F^{\xi}$-adapted, $\bar{W}=\left(\bar{W}, F^{\xi}\right)$ is a Wiener process, and Eq. (2.2) has a unique strong solution.

As $m_{t}$ we take

$$
m_{t}(\xi)=E\left(A_{t} \mid \mathcal{F}_{t}^{\xi}\right)
$$

where $A_{t}=A_{t}(\xi, \eta(\xi, v)), \eta(\xi, v)=\left(\eta_{t}(\xi, v)\right), 0 \leq t \leq T$, is a strong solution of the first equation of system (2.1) with given $\xi$.

The condition of linear growth, as is well known [66], leads to the existence of moments of all orders for $\xi$ and $\eta$ and, surely, to the existence of $m_{t}$ and to its square integrability, i.e.,

$$
\int_{0}^{T} m_{t}^{2}(\xi) d t<\infty \quad(P \text {-a.s. })
$$

(moreover, this condition implies $E \int_{0}^{T} m_{t}^{2}(\xi) d t<\infty$ ).

Thus, the process $\bar{W}=\left(\bar{W}, F^{\xi}\right)$ with

$$
\bar{W}_{t}=\xi_{t}-\int_{0}^{t} m_{s}(\xi) d s
$$

is a Wiener process and, hence, we have to prove the strong solvability of Eq. (2.2).
Since the weak solution of (2.1) has just been constructed, we prove the strong uniqueness of Eq. (2.2).
We use the generalized Bayes formula (see, e.g., [66]) to obtain an explicit expression for $m_{t}(\xi)$.
Introduce the following distributions on the measure space ( $C_{[0, T]}, \mathcal{B}_{[0, T]}$ ) of continuous functions: $\forall B \in \mathcal{B}_{[0, T]}$ let $Q_{v}(B)=P(v \in B)$ and $Q_{\eta}(B)=\int_{C_{[0, T]}} I_{\{y: \eta(\xi, y) \in B\}} Q_{v}(d y)$.

Note that the process $v$ is independent of the Wiener process $W$ and, again, by the condition of linear growth, the following Bayes' formula is true ( $P$-a.s.):

$$
\begin{aligned}
m_{t}(\xi) & =E\left(A_{t}(\xi, \eta(\xi, v)) \mid \mathcal{F}_{t}^{\xi}\right) \\
& =\int_{C_{[0, T]}} A_{t}(\xi, \eta(\xi, y)) \exp \left[\int_{0}^{t} A_{s}(\xi, \eta(\xi, y))\right. \\
& \left.\left.-m_{s}(\xi)\right) d \bar{W}_{s}-\frac{1}{2} \int_{0}^{t}\left(A_{s}(\xi, \eta(\xi, y))-m_{s}(\xi)\right)^{2} d s\right] Q_{v}(d y) .
\end{aligned}
$$

Change the integration variable and pass to the distribution of the process $\eta$ with a given $\xi, Q_{\eta}(\cdot)$. We obtain

$$
\begin{align*}
m_{t}(\xi) & =\int_{C_{[0, T]}} A_{t}(\xi, y) \exp \left[\int_{0}^{t}\left(A_{s}(\xi, y)-m_{s}(\xi)\right) d \bar{W}\right. \\
& \left.-\frac{1}{2} \int_{0}^{t}\left(A_{s}(\xi, y)-m_{s}(\xi)\right)^{2} d s\right] Q_{\eta}(d y) \\
& =\int_{C_{[0, T]}} A_{t}(\xi, y) \exp \left[\int_{0}^{t}\left(A_{s}(\xi, y)-m_{s}(\xi)\right) d \bar{W}_{s}\right. \\
& \left.-\frac{1}{2} \int_{0}^{t}\left(A_{s}(\xi, y)-m_{s}(\xi)\right)^{2} d s\right] \exp \left[\int_{0}^{t} a_{s}(\xi, y) d v_{s}-\frac{1}{2} \int_{0}^{t} a_{s}^{2}(\xi, y) d s\right] Q_{v}(d y) \tag{2.3}
\end{align*}
$$

The theorem will be proved if we establish the following: if the processes $\xi^{1}$ and $\xi^{2}$ defined on the same probability space are the solutions of the equation

$$
\begin{equation*}
d \xi_{t}^{i}=m_{s}^{i} d t+d \bar{W}_{t} \tag{2.4}
\end{equation*}
$$

such that

$$
\begin{equation*}
P\left(\int_{0}^{T}\left(m_{t}^{i}\right)^{2} d t<\infty\right)=1, \quad i=1,2, \tag{2.5}
\end{equation*}
$$

where $m_{t}^{i}=m_{t}\left(\xi^{i}\right)$, then

$$
P\left(\sup _{0 \leq t \leq T}\left|\xi_{t}^{1}-\xi_{t}^{2}\right|=0\right)=1 .
$$

Let $\xi^{1}$ and $\xi^{2}$ satisfy Eq. (2.4) and condition (2.5) with the initial notation for both the probability space and Wiener process (for convenience).

Condition (2.5) implies that the distributions of $\xi^{1}$ and $\xi^{2}$ are absolutely continuous w.r.t. a Wiener measure and, moreover, the distributions $Q_{\xi_{1}}, Q_{\xi_{2}}$, and $Q_{\xi}$ of $\xi^{1}, \xi^{2}$, and $\xi$, respectively, coincide, i.e., $Q_{\xi_{1}}(\cdot)=Q_{\xi_{2}}(\cdot)=Q_{\xi}(\cdot), \cdot \in \mathcal{B}_{[0, T]}$.

Note that

$$
P\left(\sup _{0 \leq t \leq T}\left|\xi_{t}^{1}-\xi_{t}^{2}\right|=0\right) \geq P\left(\int_{0}^{T}\left(m_{t}^{1}-m_{t}^{2}\right)^{2} d t=0\right)
$$

We prove that the last probability is equal to 1 .
Introduce the following notation and simplification: for $i=1,2, t \in[0, T]$,

$$
\begin{gathered}
A_{t}^{i}(y)=A_{t}\left(\xi^{i}, y\right), \quad m_{t}^{i}=m_{t}\left(\xi^{i}\right), \quad a_{t}^{i}(y)=a_{t}\left(\xi^{i}, y\right), \\
g_{t}^{i}(y)=\exp \left[\int_{0}^{t}\left(A_{s}^{i}(y)-m_{s}^{i}\right) d \bar{W}_{s}-\frac{1}{2} \int_{0}^{t}\left(A_{s}^{i}(y)-m_{s}^{i}\right)^{2} d s\right] \exp \left[\int_{0}^{t} a_{s}^{i}(y) d v_{s}-\frac{1}{2} \int_{0}^{t}\left(a_{s}^{i}(y)\right)^{2} d s\right], \\
G_{t}(y)=\frac{1}{2}\left(g_{t}^{1}(y)+g_{t}^{2}(y)\right), \quad Q_{v}(d y)=Q(d y), \\
\int_{C_{[0, T]}} f(y) Q(d y)=\int f(y) Q(d y),
\end{gathered}
$$

where $f$ is an integrable function.
Note that

$$
\int G_{t}(y) Q(d y)=1
$$

$\left(Q_{\xi_{1}}=Q_{\xi_{2}}=Q_{\xi}\right)$.
Further, we denote

$$
z_{t}=\int_{0}^{t}\left(m_{s}^{1}-m_{s}^{2}\right)^{2} d s, \quad 0 \leq t \leq T
$$

The square for any expression $f$ will be written by using the brackets $(f)^{2}$ (instead of $f^{2}=\left(f\left(\xi^{2}\right)\right)$. The exact values of the constants appearing during the estimation does not matter and it is not necessary to observe their change.

Fix $t$ and consider the difference $m_{t}^{1}-m_{t}^{2}$. It can be easily seen that

$$
\begin{aligned}
m_{t}^{1}-m_{t}^{2} & =\int\left(A_{t}^{1}(y) g_{t}^{1}(y)-A_{t}^{2}(y) g_{t}^{2}(y)\right) Q(d y) \\
& =\frac{1}{2}\left[\int\left(A_{t}^{1}(y)-A_{t}^{2}(y)\right) G_{t}(y) Q(d y)\right. \\
& \left.+\int\left(A_{t}^{1}(y)+A_{t}^{2}(y)\right)\left(g_{t}^{1}(y)-g_{t}^{2}(y)\right) Q(d y)\right]
\end{aligned}
$$

Using the Schwartz inequality and the simple inequality

$$
\left|e^{x}-e^{y}\right| \leq \frac{e^{x}+e^{y}}{2}|x-y|,
$$

we obtain the estimate

$$
\begin{aligned}
\left(m_{t}^{1}-m_{t}^{2}\right)^{2} & \leq \operatorname{const}\left\{\int\left(A_{t}^{1}(y)-A_{t}^{2}(y)\right)^{2} G_{t}(y) Q(d y)\right. \\
& +\int\left(A_{t}^{1}(y)+A_{t}^{2}(y)\right)^{2} G_{t}(y) Q(d y)\left[\int\left(\int_{0}^{t} A_{s}^{1}(y)-A_{s}^{2}(y)\right) d \bar{W}_{s}\right)^{2} G_{t}(y) Q(d y) \\
& +\int\left(\int_{0}^{t}\left(m_{s}^{1}-m_{s}^{2}\right) d \bar{W}_{s}\right)^{2} G_{t}(y) Q(d y)+\int\left(\int_{0}^{t}\left(a_{s}^{1}(y)-a_{s}^{2}(y)\right) d v_{s}\right)^{2} G_{t}(y) Q(d y)
\end{aligned}
$$

$$
\begin{aligned}
& +\int\left(\int_{0}^{t}\left(m_{s}^{1}-m_{s}^{2}\right)^{2} d s\right)\left(\int_{0}^{t}\left(m_{s}^{1}+m_{s}^{2}\right)^{2} d s\right) G_{t}(y) Q(d y) \\
& +\int\left(\int_{0}^{t}\left(A_{s}^{1}(y)-A_{s}^{2}(y)\right)^{2} d s\right)\left(\int_{0}^{t}\left(m_{s}^{1}+m_{s}^{2}\right)^{2} d s\right) G_{t}(y) Q(d y) \\
& +\int\left(\int_{0}^{t}\left(m_{s}^{1}-m_{s}^{2}\right)^{2} d s\right)\left(\int_{0}^{t}\left(A_{s}^{1}(y)+A_{s}^{2}(y)\right)^{2} d s\right) G_{t}(y) Q(d y) \\
& +\int\left(\int_{0}^{t}\left(a_{s}^{1}(y)-a_{s}^{2}(y)\right)^{2} d s\right)\left(\int_{0}^{t}\left(a_{s}^{1}(y)-a_{s}^{2}(y)\right)^{2} d s\right) G_{t}(y) Q(d y) \\
& \left.\left.+\int\left(\int_{0}^{t}\left(A_{s}^{1}(y)-A_{s}^{2}(y)\right)^{2} d s\right)\left(\int_{0}^{t}\left(A_{s}^{1}(y)+A_{s}^{2}(y)\right)^{2} d s\right) G_{t}(y) Q(d y)\right]\right\}
\end{aligned}
$$

Each integral should be estimated separately. We have:

1. By condition (1) of the theorem, from Eq. (2.2) and definition of $m^{i}, i=1,2$, we have

$$
\begin{aligned}
\left(A_{t}^{1}(y)-A_{t}^{2}(y)\right) & \leq \text { const }\left[\left(\xi_{t}^{1}-\xi_{t}^{2}\right)^{2}+\int_{0}^{t}\left(\xi_{s}^{1}-\xi_{s}^{2}\right)^{2} d s\right] \\
& \leq \text { const } \int_{0}^{t}\left(m_{s}^{1}-m_{s}^{2}\right)^{2} d s=\text { const } \cdot z_{t}
\end{aligned}
$$

Hence

$$
\begin{equation*}
\int\left(A_{t}^{1}(y)-A_{t}^{2}(y)\right)^{2} G_{t}(y) Q(d y) \leq \text { const } \cdot z_{t} . \tag{2.6}
\end{equation*}
$$

2. It can be easily seen that

$$
\begin{equation*}
\int\left(A_{t}^{1}(y)+A_{t}^{2}(y)\right)^{2} G_{t}(y) Q(d y) \leq \mathrm{const} \sum_{i=1}^{2} \int\left(A_{t}^{i}(y)\right)^{2} g_{t}^{i}(y) Q(d y)=\mathrm{const} \sum_{i=1}^{2} \mu_{t}^{i} \tag{2.7}
\end{equation*}
$$

where

$$
\mu_{t}^{i}=\int\left(A_{t}^{i}(y)\right)^{2} g_{t}^{i}(y) Q(d y)
$$

Now we note that

$$
P\left(\int_{0}^{T} \mu_{t}^{i} d t<\infty\right)=1, \quad i=1,2
$$

Indeed, denote $\eta^{i}=\eta\left(\xi^{i}, v\right)$ and recall that $Q_{\xi_{1}}=Q_{\xi_{2}}=Q_{\xi}$. We obtain

$$
\int\left(A_{t}^{i}(y)\right)^{2} g_{t}^{i}(y) Q(d y)=E\left(A_{t}^{2}\left(\xi^{i}, \eta^{i}\right) \mid \mathcal{F}_{t}^{\xi^{i}}\right)
$$

But it is well known (see [66]) that $\exists C>0$,

$$
E\left[\left(\xi_{t}^{i}\right)^{2}+\left(\eta_{t}^{i}\right)^{2}\right] \leq e^{C t}-1
$$

Thus, by virtue of condition (2) of the theorem,

$$
\int_{0}^{T} E A_{t}^{2}\left(\xi^{i}, \eta^{i}\right) d t<\infty
$$

The following three terms are denoted by $I^{1}, I^{2}$, and $I^{3}$ and studied later on:
3.

$$
I_{t}^{1}=\int\left(\int_{0}^{t}\left(A_{s}^{1}(y)-A_{s}^{2}(y)\right) d \bar{W}_{s}\right)^{2} G_{t}(y) Q(d y)
$$

4. 

$$
I_{t}^{2}=\int\left(\int_{0}^{t}\left(a_{s}^{1}(y)-a_{s}^{2}(y)\right) d y_{s}\right)^{2} G_{t}(y) Q(d y)
$$

5. 

$$
I_{t}^{3}=\int\left(\int_{0}^{t}\left(m_{s}^{1}-m_{s}^{2}\right) d \bar{W}_{s}\right)^{2} G_{t}(y) Q(d y)=\left(\int_{0}^{t}\left(m_{s}^{1}-m_{s}^{2}\right) d \bar{W}_{s}\right)^{2}
$$

Applying inequality (2.6) and similar estimates with the functions $a_{t}^{i}(y), i=1,2$, instead of the functions $A_{t}^{i}(y), i=1,2$, and denoting $\gamma_{t}=\sum_{i=1}^{2} \int_{0}^{t}\left(m_{s}^{i}\right)^{2} d s$, we obtain
6.

$$
\int\left(\int_{0}^{t}\left(m_{s}^{1}-m_{s}^{2}\right)^{2} d s\right)\left(\int_{0}^{t}\left(m_{s}^{1}+m_{s}^{2}\right)^{2} d s\right) G_{t}(y) Q(d y) \leq \text { const } \cdot \gamma_{t} z_{t}
$$

7. 

$$
\int\left(\int_{0}^{t}\left(A_{s}^{1}(y)-A_{s}^{2}(y)\right)^{2} d s\right)\left(\int_{0}^{t}\left(m_{s}^{1}+m_{s}^{2}\right)^{2} d s\right) G_{t}(y) Q(d y) \leq \text { const } \cdot \gamma_{t} z_{t}
$$

8. 

$$
\begin{aligned}
& \int\left(\int_{0}^{t}\left(m_{s}^{1}-m_{s}^{2}\right)^{2} d s\right)\left(\int_{0}^{t}\left(A_{s}^{1}(y)+A_{s}^{2}(y)\right)^{2} d s\right) G_{t}(y) Q(d y) \\
\leq & \text { const } \cdot z_{t}\left(\sum_{i=1}^{2} \int\left(\int_{0}^{t}\left(A_{s}^{i}(y)\right)^{2} d s\right) g_{t}^{i}(y) Q(d y)\right)=\text { const } \cdot z_{t} I_{t}^{4}
\end{aligned}
$$

where

$$
I_{t}^{4}=\sum_{i=1}^{2} \int\left(\int_{0}^{t}\left(A_{s}^{i}(y)\right)^{2} d s\right) g_{t}^{i}(y) Q(d y)
$$

9. 

$$
\int\left(\int_{0}^{t}\left(a_{s}^{1}(y)-a_{s}^{2}(y)\right)^{2} d s\right)\left(\int_{0}^{t}\left(a_{s}^{1}(y)+a_{s}^{2}(y)\right)^{2} d s\right) G_{t}(y) Q(d y) \leq \text { const } \cdot z_{t} I_{t}^{5}
$$

where

$$
I_{t}^{5}=\sum_{i=1}^{2} \int\left(\int_{0}^{t}\left(a_{s}^{i}(y)\right)^{2} d s\right) g_{t}^{i}(y) Q(d y)
$$

10. 

$$
\int\left(\int_{0}^{t}\left(A_{s}^{1}(y)-A_{s}^{2}(y)\right)^{2} d s\right)\left(\int_{0}^{t}\left(A_{s}^{1}(y)+A_{s}^{2}(y)\right)^{2} d s\right) G_{t}(y) Q(d y) \leq \text { const } \cdot z_{t} I_{t}^{4}
$$

Combining the estimates obtained in $1-10$, denoting

$$
\delta_{t}=\max \left(\gamma_{t}, \sum_{i=1}^{2} \mu_{t}^{i}\right)
$$

and taking, for simplicity, const $\equiv 1$, we obtain

$$
\left(m_{t}^{1}-m_{t}^{2}\right)^{2} \leq z_{t}\left(1+\delta_{t}+I_{t}^{4}+I_{t}^{5}\right)+\delta_{t}\left(I_{t}^{1}+I_{t}^{2}+I_{t}^{3}\right)
$$

Our next aim is to estimate the integrals $I^{1}, \ldots, I^{5}$. By application of the Itô formula to the integrands of $I^{1}, \ldots, I^{5}$, we obtain linear stochastic inequalities whose solution gives the desired estimates.

We perform this procedure taking as an example the integral $I^{1}$. Introduce the product stochastic basis

$$
\begin{gathered}
\left(\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{F}=\left(\widetilde{\mathcal{F}}_{t}\right), 0 \leq t \leq T, \widetilde{P}\right) \\
=\left(\Omega, \mathcal{F}, F=\left(\mathcal{F}_{t}\right), 0 \leq t \leq T, P\right) \times\left(C_{[0, T]}, \mathcal{B}_{[0, T]}, B=\left(\mathcal{B}_{[0, t]}\right), 0 \leq t \leq T, Q\right),
\end{gathered}
$$

where $Q$ is a Wiener measure, and let

$$
\begin{gathered}
\bar{W}_{t}=\bar{W}_{t}(\omega, y)=\bar{W}_{t}(\omega), \quad \xi_{t}^{i}=\xi_{t}^{i}(\omega, y)=\xi_{t}^{i}(\omega), \quad i=1,2, \\
v_{t}=v_{t}(\omega, y)=v_{t}(y)=y_{t} .
\end{gathered}
$$

Then a Wiener process $v$ is independent of processes $\bar{W}, \xi^{1}$, and $\xi^{2}$. Moreover,

$$
I_{t}^{1}=I_{t}^{1}\left(\xi^{1}, \xi^{2}\right)=\widetilde{E}\left(i_{t}^{1}\left(\xi^{1}, \xi^{2}, v\right) \mid \mathcal{F}_{t}^{\xi^{1}, \xi^{2}}\right)
$$

with

$$
i_{t}^{1}\left(\xi^{1}, \xi^{2}, v\right)=i_{t}^{1}(y)
$$

where the process $i_{t}^{1}(y)=i_{t}^{1}(\omega, y)$ defined on the stochastic basis $(\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{F}, \widetilde{P})$ is given by the formula

$$
i_{t}^{1}(y)=\left(\int_{0}^{t}\left(A_{s}^{1}(y)-A_{s}^{2}(y)\right) d \bar{W}_{s}\right)^{2} G_{t}(y)
$$

or, in more detail,

$$
i_{t}^{1}(\omega, y)=\left(\int_{0}^{t}\left(A_{s}^{1}(\omega, y)-A_{s}^{2}(\omega, y)\right) d \bar{W}_{s}\right)^{2} G_{t}(\omega, y)
$$

where

$$
\begin{gathered}
G_{t}(\omega, y)=\frac{1}{2}\left(g_{t}^{1}(\omega, y)+g_{t}^{2}(\omega, y)\right) \\
g_{t}^{i}(\omega, y)=\mathcal{E}_{t}\left(\int_{0}\left(A_{s}^{i}(\omega, y)-m_{s}^{i}\right) d \bar{W}_{s}\right) \mathcal{E}_{t}\left(\int_{0} a_{s}^{i}(\omega, y) d v_{s}\right),
\end{gathered}
$$

where $i=1,2$, and $\mathcal{E}_{t}(M)$ is the Dolean exponential of the martingale $M$ (see [67]).
Applying the Itô formula to each summand (recall that $G=\frac{1}{2}\left(g^{1}+g^{2}\right)$ ), after addition and some simple calculations we obtain

$$
\begin{align*}
i_{t}^{1}(y) & =\frac{1}{2} \int_{0}^{t} \sum_{i=1}^{2}\left[\left(\int_{0}^{s}\left(A_{u}^{1}(y)-A_{u}^{2}(y)\right) d \bar{W}_{u}\right)^{2}\left(A_{s}^{i}(y)-m_{s}^{i}\right) g_{s}^{i}(y) d \bar{W}_{s}\right. \\
& +2\left(\int_{0}^{s}\left(A_{u}^{1}(y)-A_{u}^{2}(y)\right) d \bar{W}_{u}\right)\left(A_{s}^{1}(y)-A_{s}^{2}(y)\right) g_{s}^{i}(y) d \bar{W}_{s} \\
& \left.+\left(\int_{0}^{t}\left(A_{u}^{1}(y)-A_{u}^{2}(y)\right) d \bar{W}_{u}\right)^{2} a_{s}^{i}(y) g_{s}^{i}(y) d v_{s}\right]+\int_{0}^{t}\left(A_{s}^{1}(y)-A_{s}^{2}(y)\right)^{2} G_{s}(y) d s \\
& +\int_{0}^{t}\left(\int_{0}^{s}\left(A_{u}^{1}(y)-A_{u}^{2}(y)\right) d \bar{W}_{u}\right)\left(A_{s}^{1}(y)-A_{s}^{2}(y)\right)\left(\sum_{i=1}^{2}\left(A_{s}^{i}(y)-m_{s}^{i}\right) g_{s}^{i}(y)\right) d s . \tag{2.8}
\end{align*}
$$

Estimate the integrand of the last summand (using the simple inequality $a b \leq \frac{1}{2}\left(a^{2}+b^{2}\right)$ ), we easily obtain that this summand is less than or equal to

$$
\begin{gather*}
\int_{0}^{t}\left(\int_{0}^{s}\left(A_{u}^{1}(y)-A_{u}^{2}(y)\right) d \bar{W}_{u}\right)^{2} G_{s}(y) d s+\text { const } \int_{0}^{t}\left(A_{s}^{1}(y)-A_{s}^{2}(y)\right)^{2} G_{s}(y) l_{1}(s, y) d s \\
\leq \int_{0}^{t} i_{s}^{1}(y) d s+\text { const } \int_{0}^{t}\left(\int_{0}^{s}\left(m_{u}^{1}-m_{u}^{2}\right)^{2} d u\right) l_{1}(s, y) d s \tag{2.9}
\end{gather*}
$$

where $l_{1}(s, y)=\sum_{i=1}^{2}\left(\left(A_{s}^{i}(y)\right)^{2}+\left(m_{s}^{i}\right)^{2}\right)$.
Hence, from (2.8) we obtain a linear stochastic inequality for $i_{t}^{1}$ of the form

$$
\begin{align*}
i_{t}^{1}(y) & \leq \int_{0}^{t} i_{s}^{1}(y) d s+\text { const } \int_{0}^{t}\left(\int_{0}^{s}\left(m_{u}^{1}-m_{u}^{2}\right)^{2} d u\right) G_{s}(y) l_{1}(s, y) d s \\
& +\int_{0}^{t} K_{1}(s, y) d \bar{W}_{s}+\int_{0}^{t} p_{1}(s, y) d v_{s}, \quad 0 \leq t \leq T \tag{2.10}
\end{align*}
$$

Solving the last inequality, we obtain the estimate

$$
\begin{equation*}
i_{t}^{1}(y) \leq \int_{0}^{t} \bar{K}_{1}(s, y) d \bar{W}_{s}+\int_{0}^{t} \bar{p}_{1}(s, y) d v_{s}+\int_{0}^{t}\left(\int_{0}^{s}\left(m_{u}^{1}-m_{u}^{2}\right)^{2} d u\right) \bar{l}_{1}(s, y) d s \tag{2.11}
\end{equation*}
$$

where $\bar{K}_{1}, \bar{p}_{1}$, and $\bar{l}_{1}\left(\bar{l}_{1} \geq 0\right)$ are random processes with

$$
\begin{gather*}
P\left(\int_{0}^{T}\left(\bar{K}_{1}(s, y)\right)^{2} d s<\infty\right)=P\left(\int_{0}^{T}\left(\bar{p}_{1}(s, y)\right)^{2} d s<\infty\right)=1(Q \text {-a.s. }) \\
P\left(\int_{0}^{T}\left(\int \bar{l}_{1}(s, y) Q(d y)\right) d s<\infty\right)=1 . \tag{2.12}
\end{gather*}
$$

Quite similarly we estimate $i_{t}^{2}$ in the expression

$$
I_{t}^{2}=\int i_{t}^{2}(y) Q(d y) .
$$

A direct application of the Itoo formula to $I^{3}$ yields

$$
I_{t}^{3}=\int_{0}^{t}\left(m_{s}^{1}-m_{s}^{2}\right)^{2} d s+\int_{0}^{t} K_{3}(s) d \bar{W}_{s}
$$

with

$$
P\left(\int_{0}^{T}\left(K_{3}(s)\right)^{2} d s<\infty\right)=1 .
$$

By a simple application of the Itô formula, we obtain for the integrands $i_{t}^{4}$ and $i_{t}^{5}$ of integrals $I_{t}^{4}$ and $I_{t}^{5}$, respectively:

$$
i_{t}^{i}(y)=\int_{0}^{t} \bar{K}_{i}(s, y) d \bar{W}_{s}+\int_{0}^{t} \bar{p}_{i}(s, y) d v_{s}+\int_{0}^{t} \bar{l}_{i}(s, y) d s, \quad i=4,5
$$

where

$$
P\left(\int_{0}^{T}\left(\bar{K}_{i}(s, y)\right)^{2} d s<\infty\right)=P\left(\int_{0}^{T}\left(\bar{p}_{i}(s, y)\right)^{2} d s<\infty\right)=1 \quad(Q \text {-a.s. })
$$

and $\bar{l}_{i} \geq 0, i=4,5$, with

$$
P\left(\int_{0}^{T}\left(\int \bar{l}_{i}(s, y) Q(d y)\right) d s<\infty\right)=1 .
$$

For the further consideration we need the following lemma.
Lemma 2.2. Let $X(t, y)=X(t, \omega, y)$ be an Itô process (defined on the above-mentioned product space) with

$$
0 \leq X(t, y)=\int_{0}^{t} n(s, y) d \bar{W}_{s}+\int_{0}^{t} m(s, y) d v_{s}+\int_{0}^{t} u(s, y) d s
$$

where $\bar{W}_{t}=\bar{W}_{t}(\omega)$ and $v_{t}=v_{t}(y)$ are Wiener processes and $u(t, y) \geq 0($ recall that $n(s, y)=n(s, \omega, y)$, $m(s, y)=m(s, \omega, y)$, and $u(s, y)=u(s, \omega, y))$.

Assume that

$$
P\left(\int_{0}^{T}\left(\int u(s, y) Q(d y)\right) d s<\infty\right)=1
$$

and

$$
P\left(\int_{0}^{T}(n(s, y))^{2} d s<\infty\right)=P\left(\int_{0}^{T}(m(s, y))^{2} d s<\infty\right)=1 \quad(Q \text {-a.s. })
$$

Denote

$$
\begin{aligned}
& \zeta(t, y)=\int_{0}^{t} n(s, y) d \bar{W}_{s}+\int_{0}^{t} m(s, y) d v_{s} \\
& \eta(t, y)=\int_{0}^{t} u(s, y) d s
\end{aligned}
$$

Then if $\tau=\tau(\omega, y)=\tau(\omega)$ is an $\left(\mathcal{F}_{t}\right)$-stopping time (and, therefore, $\left(\widetilde{\mathcal{F}}_{t}\right)$-stopping time) such that $\tau \leq T$ and

$$
E \int \eta(\tau, y) Q(d y)<\infty
$$

then the process

$$
\zeta(t \wedge \tau)=\int \zeta(t \wedge \tau, y) Q(d y)
$$

is an $\left(\mathcal{F}_{t}\right)$-supermartingale with

$$
\sup _{0 \leq t \leq T} E|\zeta(t \wedge \tau)|<\infty
$$

and, in particular,

$$
P\left(\sup _{0 \leq t \leq T} \int X(t, y) Q(d y)<\infty\right)=1
$$

Proof. Consider the $\left(\widetilde{\mathcal{F}}_{t}\right)$-stopping time

$$
\tau_{c}=\tau_{c}(y)=\inf \{t>0: \zeta(t, y) \geq c\} \wedge T, \quad c>0 .
$$

Note that for each $y, \tau_{c}$ is an $\left(\mathcal{F}_{t}\right)$-stopping time.
It is obvious that for each $y$ ( $Q$-a.s.), $\zeta\left(t \wedge \tau \wedge \tau_{c}, y\right)$ is a uniformly integrable $\mathcal{F}_{t}$-martingale with $\zeta^{-}(t \wedge \tau, y), 0 \leq t \leq T$, where $\zeta^{-}=\max (0,-\zeta)$.

The conditions of the lemma result in

$$
\sup _{0 \leq t \leq T} E \zeta^{-}(t \wedge \tau) \leq \int E \sup _{0 \leq t \leq T} \zeta^{-}(t \wedge \tau, y) Q(d y)<\infty
$$

By the Fatou lemma, for each $y$ ( $Q$-a.s.),

$$
E \zeta(t \wedge \tau, y) \leq \underline{\lim }_{c \rightarrow \infty} E \zeta\left(t \wedge \tau \wedge \tau_{c}, y\right)=0
$$

This leads to the relation

$$
\begin{gathered}
E \zeta^{+}(t \wedge \tau)=\int\left(E \zeta^{+}(t \wedge \tau, y)\right) Q(d y) \\
=\int E \zeta(t \wedge \tau, y) Q(d y)+E \zeta^{-}(t \wedge \tau) \leq \sup _{0 \leq t \leq T} E \zeta^{-}(t \wedge \tau) .
\end{gathered}
$$

Hence,

$$
\begin{equation*}
\sup _{0 \leq t \leq T} E|\zeta(t \wedge \tau)|<\infty \tag{2.13}
\end{equation*}
$$

Further, let $s \leq t$. Then, again, by the Fatou lemma, we obtain

$$
E\left(\zeta(t \wedge \tau, y) \mid \mathcal{F}_{s}\right) \leq \varliminf_{c \rightarrow \infty} E\left(\zeta\left(t \wedge \tau \wedge \tau_{c}, y\right) \mid \mathcal{F}_{s}\right)=\varliminf_{c \rightarrow \infty} \zeta\left(s \wedge \tau \wedge \tau_{c}, y\right)=\zeta(s \wedge \tau, y)
$$

for each $y$ ( $Q$-a.s.) and by an average with respect to the measure $Q(d y)$ we obtain

$$
E\left(\int \zeta(t \wedge \tau, y) Q(d y) \mid \mathcal{F}_{s}\right) \leq \int \zeta(s \wedge \tau, y) Q(d y), \quad s \leq t
$$

Hence, $\zeta(t \wedge \tau)$ is an $\left(\mathcal{F}_{t}\right)$-supermartingale.

Now we consider the $\left(\mathcal{F}_{t}\right)$-stopping time

$$
\sigma_{c}=\inf \left\{t>0: \int \eta(t, y) Q(d y) \geq c\right\} \wedge T, \quad c>0
$$

Obviously,

$$
\begin{equation*}
\lim _{c \rightarrow \infty} P\left(\sigma_{c}=T\right)=1 \tag{2.14}
\end{equation*}
$$

and from the martingale inequalities (see [66]) it follows that

$$
\begin{equation*}
P\left(\sup _{0 \leq t \leq \sigma_{c}} \zeta(t)<\infty\right)=0 \tag{2.15}
\end{equation*}
$$

To prove the last assertion of the lemma, it is enough to show that

$$
P\left(\sup _{0 \leq t \leq T} \zeta(t)<\infty\right)=1
$$

For all $a>0$ we have

$$
\begin{gathered}
P\left(\sup _{0 \leq t \leq T} \zeta(t)>a\right) \leq P\left(\sup _{0 \leq t \leq \sigma_{c}} \zeta(t)>a, \sigma_{c}=T\right) \\
+P\left(\sup _{0 \leq t \leq T} \zeta(t)>a, \sigma_{c}<T\right) \leq P\left(\sup _{0 \leq t \leq \sigma_{c}} \zeta(t)>a\right)+P\left(\sigma_{c}<T\right) .
\end{gathered}
$$

Passing to the limit first as $a \rightarrow \infty$ and then as $c \rightarrow \infty$, we obtain from inequalities (2.14) and (2.13) the desirable result.

Applying this lemma to $I^{4}$ and $I^{5}$, we obtain

$$
P\left(\sup _{0 \leq t \leq T} I_{t}^{i}<\infty\right)=1, \quad i=4,5 .
$$

Put

$$
\Gamma_{t}=\max \left(1+\delta_{t}+I_{t}^{4}+I_{t}^{5} ; \int \bar{l}_{i}(t, y) Q(d y), \quad i=1,2 ; \quad\left(K_{t}^{3}\right)^{2}\right)
$$

We have

$$
P\left(\int_{0}^{T} \Gamma_{t} d t<\infty\right)=1
$$

Finally, combining the obtained inequalities, we obtain

$$
\begin{gathered}
z_{t} \leq \int_{0}^{t} \Gamma_{s} z_{s} d s+\int_{0}^{t} \Gamma_{s}\left(I_{s}^{1}+I_{s}^{2}+I_{s}^{3}\right) d s \\
I_{t}^{1} \leq \int_{0}^{t} \Gamma_{s} z_{s} d s+\zeta_{1}(t), \quad I_{t}^{2} \leq \int_{0}^{t} \Gamma_{s} z_{s} d s+\zeta_{2}(t) \\
I_{t}^{3} \leq z_{t}+\zeta_{3}(t) \leq \int_{0}^{t} \Gamma_{s} z_{s} d s+\int_{0}^{t} \Gamma_{s}\left(I_{s}^{1}+I_{s}^{2}+I_{s}^{3}\right) d s+\zeta_{3}(t)
\end{gathered}
$$

where $\zeta_{i}, i=1,2,3$, are local martingales.
To complete the proof, it is sufficient to refer to Lemma 2.1. Indeed, if for each $t$ we set

$$
X_{t}=\left(z_{t}, I_{t}^{1}, I_{t}^{2}, I_{t}^{3}\right), \quad M_{t}=\left(0, \zeta_{1}(t), \zeta_{2}(t), \zeta_{3}(t)\right), \quad d K_{t}=\alpha \Gamma_{t} d t
$$

where $\alpha$ is the matrix

$$
\alpha=\left(\begin{array}{llll}
1 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1
\end{array}\right)
$$

then we obtain the desirable result.

### 2.3. Coincidence of $\sigma$-Algebras in a Filtering Problem of a Multidimensional Partially Observable Diffusion-Type Process

Let $\mathbb{R}_{l}, l=m, n, k$, be Euclidean spaces with a fixed orthonormal basis and the usual Euclidean norm $|\cdot|$.

Fix $T>0$.
Let $\left(C_{[0, T]}^{l}, \mathcal{B}_{[0, T]}^{l}\right), l=m, n, k$, be measure spaces of continuous $l$-dimensional functions with the uniform metric, and let $a(t, x, y)$ and $A(t, x, y)$ be, respectively, $m$ - and $n$-dimensional vectors, $\sigma_{1}(t, x, y)$ and $\sigma_{2}(t, x, y)$ be, respectively, $(m \times k)$ - and $(n \times k)$-matrices defined for $t \in[0, T], x \in C_{[0, T]}^{m}, y \in C_{[0, T]}^{n}$ (nonrandom).

Let a $k$-dimensional Wiener process $W=(W, F)$ be given on a stochastic basis $\left(\Omega, \mathcal{F}, F=\left(\mathcal{F}_{t}\right), 0 \leq\right.$ $t \leq T, P)$.

Consider the following system of SDEs:

$$
\begin{align*}
d \eta(t) & =a(t, \eta, \xi) d t+\sigma_{1}(t, \eta, \xi) d W_{t}, & & \eta(0)=0, \\
d \xi(t) & =A(t, \eta, \xi) d t+\sigma_{2}(t, \xi) d W_{t}, & & \xi(0)=0 . \tag{2.16}
\end{align*}
$$

Denote by $g(t, x, y)$ each of the coefficients $a, A, \sigma_{1}$, and $\sigma_{2}$ of (2.16). Assume that $g(t, x, y)$ is a non-anticipating functional and
(1) $|g(t, x, y)| \leq$ const for all $t, x, y$; const $>0$;
(2) the functional $g(t, x, y)$ satisfies the Lipschitz condition with respect to the pair $(x, y)$ :

$$
\begin{gathered}
\left|g\left(t, x_{1}, y_{1}\right)-g\left(t, x_{2}, y_{2}\right)\right|^{2} \leq \mathrm{const}\left(\left|x_{1}(t)-x_{2}(t)\right|\right. \\
\left.+\left|y_{1}(t)-y_{2}(t)\right|+\int_{0}^{t}\left(\left|x_{1}(s)-x_{2}(s)\right|^{2}+\left|y_{1}(s)-y_{2}(s)\right|^{2}\right) d K_{s}\right),
\end{gathered}
$$

where $K(t) \geq 0, K(0)=0$ is an increasing right-continuous nonrandom function, and $|\cdot|$ is a norm on a suitable Euclidean space.

We set

$$
\sigma(t, y)=\sigma_{2}(t, y) \sigma_{2}^{*}(t, y)
$$

where $*$ denotes transposition;
(3) assume that there exists a constant $\lambda>0$ such that for all $t \in[0, T], y \in C_{[0, T]}^{n}$, and $u=$ $\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{R}_{n}$,

$$
\sum_{i, j=1}^{n} \sigma_{i j}(t, y) u_{i} u_{j} \geq \lambda|u|^{2}
$$

If conditions (1) and (2) hold, then as is well known, there exists a pathwise unique strong solution of Eq. (2.16).

Further, if $\sigma^{1 / 2}$ is a positive symmetric square root of the matrix $\sigma$, then, thanks to condition (3), there exists the matrix $\sigma^{-1 / 2}$, which is a bounded function of $(t, y) \in[0, T] \times C_{[0, T]}^{n}$.

Denote by

$$
F^{\xi}=\left(\mathcal{F}_{t}^{\xi}\right), \quad 0 \leq t \leq T,
$$

the $P$-augmented filtration generated by the process $\xi$ and consider the process

$$
\begin{equation*}
\bar{W}(t)=\int_{0}^{t} \sigma^{-1 / 2}(s, \xi) d \xi(s)-\int_{0}^{t} \sigma^{-1 / 2}(s, \xi) E\left(A(s, \eta, \xi) \mid \mathcal{F}_{s}^{\xi}\right) d s \tag{2.17}
\end{equation*}
$$

where $E\left(\cdot \mid \mathcal{F}_{s}^{\xi}\right)=E\left(\cdot \mid \mathcal{F}_{s}^{\xi}\right)(\omega, s)$ is a $(\omega, s)$-measurable modification of a conditional expectation.
Further, we denote the $P$-augmented filtration generated by the process $\bar{W}$ by

$$
F^{\bar{W}}=\left(\mathcal{F}_{t}^{\bar{W}}\right), \quad 0 \leq t \leq T
$$

Theorem 2.2. In scheme (2.16), under conditions (1), (2), and (3), the process $\bar{W}=\left(\bar{W}, F^{\xi}\right)$, defined by Eq. (2.17), is an innovation process, i.e., a Wiener process with

$$
F^{\bar{W}}=F^{\xi} \quad(\bmod P)
$$

Proof. Let us show that system (2.16) can be reduced to the following triangular system:

$$
\begin{align*}
d \eta(t)=a(t, \eta, \xi) d t+c(t, \eta, \xi) d \widetilde{W}(t)+b(t, \eta, \xi) d v(t), & \eta(0)=0  \tag{2.18}\\
d \xi(t)=A(t, \eta, \xi) d t+\widetilde{\sigma}(t, \xi) d \widetilde{W}(t), & \xi(0)=0
\end{align*}
$$

where $\widetilde{\sigma}=\sigma^{1 / 2}, b$ and $c$ are some matrices satisfying conditions (1) and (2), and $v$ and $\widetilde{W}$ are independent Wiener processes (the dimensions of the just-described objects are given in the proof below).

Indeed, let

$$
d \widetilde{W}=\widetilde{\sigma}^{-1} \sigma_{2} d W
$$

(for simplicity, here and below, the arguments of the functions and processes will be omitted). Obviously, $\widetilde{W}$ is an $n$-dimensional Wiener process with

$$
\widetilde{\sigma} d \widetilde{W}=\sigma_{2} d W
$$

Denote

$$
L=I-\sigma_{2}^{*}\left(\sigma^{-1}\right) \sigma_{2}, \quad c=\sigma_{1} \sigma_{2}^{*} \sigma^{-1 / 2}
$$

where $I$ is the identity matrix, and consider the process $x$ with

$$
d x=L d W
$$

It is easy to see that the processes $x$ and $\widetilde{W}$ are independent and

$$
\sigma_{1} d W=c d \widetilde{W}+\sigma_{1} L d W
$$

It is well known that the matrix $L$ can be represented in the form

$$
L=M B D,
$$

where the matrix $B$ is nondegenerate and matrices $M, B$, and $D$ have dimensions $m \times p, p \times p$, and $p \times k$, respectively, where $p \leq k-n$ (obviously, it is always possible to take $k-n>0$ ).

Further, the matrix

$$
E=B D D^{*} B^{*}
$$

is nondegenerate. Hence

$$
L d W=M E^{1 / 2}\left(E^{-1 / 2} B D d W\right)
$$

Now, if we take

$$
d v=E^{-1 / 2} B D d W,
$$

then $v$ is a Wiener process independent of $\widetilde{W}$, and we obtain the desirable system (2.18).
In scheme (2.18), without loss of generality (due to condition (3)), we can set

$$
\tilde{\sigma}(t, y)=I,
$$

where $I$ is the identity matrix.
Below we omit the sign " $\sim$ " over the process $\widetilde{W}$ and simply write $W$.
The process $\bar{W}$ with

$$
d \bar{W}(t)=d \xi(t)-m(t, \xi) d t,
$$

where

$$
m(t, \xi)=E\left(A(t, \eta, \xi) \mid \mathcal{F}_{t}^{\xi}\right)
$$

is, as is well known, a Wiener process.
Thus, from the second equation of system (2.18) we derive

$$
d W(t)=d \xi(t)-A(t, \eta, \xi) d t=d \bar{W}(t)+[m(t, \xi)-A(t, \eta, \xi)] d t .
$$

Hence,

$$
d \eta(t)=a(t, \eta, \xi) d t+b(t, \eta, \xi) d v(t)+c(t, \eta, \xi) d \bar{W}(t)+c(t, \eta, \xi)[m(t, \xi)-A(t, \eta, \xi)] d t
$$

It follows from conditions (1) and (2) that the last equation has a strong solution, i.e.,

$$
\eta(t)=F(t, v, \xi),
$$

where $F(t, x, y)$ is a nonanticipating functional.
Therefore, we obtain

$$
\begin{equation*}
d \xi(t)=\phi(t, v, \xi) d t+d W_{t} \quad(=m(t, \xi) d t+d \bar{W}(t)) \tag{2.19}
\end{equation*}
$$

where

$$
\phi(t, x, y)=A(t, F(t, x, y), y)
$$

is a superposition of nonanticipating functionals and hence itself is nonanticipating.
Obviously, $\mathcal{F}^{\bar{W}} \subset \mathcal{F}^{\xi}(\bmod P)$, by the construction of the process $\bar{W}$. Thus, it remains to prove that $\mathcal{F}^{\xi} \subset \mathcal{F}^{\bar{W}}(\bmod P)$. To this end, it suffices to show the pathwise uniqueness of the solution of Eq. (2.19). The proof then follows from the Yamada-Watanabe theorem.

Denote by $\mu(d x)$ a distribution of the Wiener process $v$ on a measure space $\left(C_{[0, T]}^{k}, \mathcal{B}_{[0, T]}^{k}\right)$. Recall that the processes $v$ and $W$ are independent. Hence, from the Bayes formula we have

$$
\begin{equation*}
m(t, \xi)=E\left(\phi(t, v, \xi) \mid \mathcal{F}_{t}^{\xi}\right)=\int_{C_{[0, T]}^{k}} \phi(t, x, \xi) \rho(t, x, \xi) \mu(d x) \tag{2.20}
\end{equation*}
$$

where

$$
\begin{gather*}
\rho(t, x, \xi)=\exp (f(t, x, \xi)) \\
f(t, x, \xi):=\sum_{p=1}^{n} \int_{0}^{t}\left(\phi_{p}(s, x, \xi)-m_{p}(s, \xi)\right) d \bar{W}_{p}(s)-\frac{1}{2} \int_{0}^{t}|\phi(s, x, \xi)-m(s, \xi)|^{2} d s . \tag{2.21}
\end{gather*}
$$

Introduce the probability space

$$
(\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{P})=\left(\Omega \times C_{[0, T]}^{k}, \mathcal{F} \times \mathcal{B}_{[0, T]}^{k}, P \times \mu\right)
$$

$\widetilde{\omega}=(\omega, x)$, and let $\widetilde{\xi}(\widetilde{\omega})=\xi(\omega), \widetilde{v}(\widetilde{\omega})=x$. Then $\widetilde{v}$ is a Wiener process independent of the process $\xi$.
Denoting expectations with respect to measures $\widetilde{P}$ and $\mu$ by $\widetilde{E}$ and $E^{\mu}$, respectively, we obtain from

$$
\begin{align*}
m(t, \widetilde{\xi}) & =\int_{C_{[0, T]}^{k}} \phi(t, x, \widetilde{\xi}) \rho(t, x, \widetilde{\xi}) \mu(d x)  \tag{2.20}\\
& :=E^{\mu}(\phi(t, \widetilde{v}, \widetilde{\xi}) \rho(t, \widetilde{v}, \widetilde{\xi}))=\widetilde{E}\left(\phi(t, \widetilde{v}, \widetilde{\xi}) \rho(t, \widetilde{v}, \widetilde{\xi}) \mid \mathcal{F}_{t}^{\widetilde{\xi}}\right) \quad(P \text {-a.s. }) \tag{2.22}
\end{align*}
$$

where $\widetilde{v}$ and $\widetilde{\xi}$ are independent.
For simplicity, introduce the notation:
(a) in Eq. (2.22) we omit the sign " $\sim$ ";
(b) each constant is denoted by const;
(c) in condition (2) we set $d K(t)=d t$;
(d)

$$
\begin{gathered}
G(t)=\frac{1}{2}\left(\rho^{1}(t)+\rho^{2}(t)\right), \quad \rho^{i}(t)=\rho\left(t, v, \xi^{i}\right), \\
m^{i}(\xi)=m\left(t, \xi^{i}\right), \quad \phi^{i}(t)=\phi\left(t, v, \xi^{i}\right), \quad f^{i}(t)=f\left(t, v, \xi^{i}\right),
\end{gathered}
$$

where $\xi^{i}(i=1,2)$ are two solutions of Eq. (2.19) defined on the space introduced above.
It obviously follows from condition (1) of the theorem that the distributions of $\xi^{1}$ and $\xi^{2}$ coincide.

In particular,

$$
E^{\mu} G(t)=1, \quad 0 \leq t \leq T
$$

According to (2.22), for each $i=1, \ldots, n$ we have

$$
\begin{equation*}
m_{i}^{1}(t)-m_{i}^{2}(t)=E^{\mu}\left(\phi_{i}^{1}(t)-\phi_{i}^{2}(t)\right) G(t)+E^{\mu}\left(\rho^{1}(t)-\rho^{2}(t)\right) \frac{1}{2}\left(\phi_{i}^{1}(t)+\phi_{i}^{2}(t)\right) \tag{2.23}
\end{equation*}
$$

for each $t$.
Hence, if we use the inequality $\left|e^{x}-e^{y}\right| \leq \frac{1}{2}\left(e^{x}+e^{y}\right)|x-y|$, then we obtain

$$
\left|\rho^{1}(t)-\rho^{2}(t)\right| \leq G(t)\left|f^{1}(t)-f^{2}(t)\right|
$$

Note that, according to condition (1),

$$
\left|\phi^{i}(t)\right| \leq \text { const }, \quad i=1,2, \quad \text { for all } t
$$

Thus, from Eq. (2.23) we obtain

$$
\begin{aligned}
& \left|m_{i}^{1}(t)-m_{i}^{2}(t)\right| \leq \operatorname{const}\left[E^{\mu}\left(\left|\phi_{i}^{1}(t)-\phi_{i}^{2}(t)\right| \sqrt{G(t)} \sqrt{G(t)}\right)\right. \\
& \left.\quad+E^{\mu}\left(\left|f^{1}(t)-f^{2}(t)\right| \sqrt{G(t)} \sqrt{G(t)}\right)\right], \quad i=1,2, \ldots, n .
\end{aligned}
$$

Squaring each part of the last inequalities, applying the elementary relation $(a+b)^{2} \leq 2 a^{2}+2 b^{2}$ and the Schwartz inequality, and then averaging and summing up, we obtain

$$
\begin{equation*}
E\left|m^{1}(t)-m^{2}(t)\right|^{2} \leq \operatorname{const}\left[E\left|\phi^{1}(t)-\phi^{2}(t)\right|^{2} G(t)+E\left(f^{1}(t)-f^{2}(t)\right)^{2} G(t)\right] . \tag{2.24}
\end{equation*}
$$

Denote

$$
\begin{equation*}
z(t)=E \int_{0}^{t}\left|m^{1}(s)-m^{2}(s)\right|^{2} d s \tag{2.25}
\end{equation*}
$$

and show that each summand in inequality (2.24) is less than or equal to const $\cdot z(t)$.
Then we obtain from (2.24)

$$
z(t) \leq \text { const } \int_{0}^{t} z(s) d s, \quad 0 \leq t \leq T
$$

whence, according to the Gronwall-Bellman lemma, we have

$$
P(z(T)=0)=1
$$

Now the assertion of the theorem follows from the inequality

$$
P\left(\sup _{0 \leq t \leq T}\left|\xi^{1}(t)-\xi^{2}(t)\right|=0\right) \geq P(z(T)=0) .
$$

Thus, we have to prove that for each $t$,

$$
\begin{align*}
E\left|\phi^{1}(t)-\phi^{2}(t)\right|^{2} G(t) & \leq \text { const } \cdot z(t), \\
E\left(f^{1}(t)-f^{2}(t)\right)^{2} G(t) & \leq \text { const } \cdot z(t) . \tag{2.26}
\end{align*}
$$

The proofs of each of the above inequalities are quite similar (simple application of the Lipschitz condition and the Itô formula easily shows that $\left|\phi^{1}(t)-\phi^{2}(t)\right|^{2}$ and $\left(f^{1}-f^{2}\right)^{2}$ are estimated from above by the same expressions).

Let us prove, for example, the first inequality.

Introduce the following notation: for each $t \in[0, T]$ we have

$$
\begin{aligned}
x(t) & =\left|\eta^{1}(t)-\eta^{2}(t)\right|^{2} G(t), \\
h(t) & =\left|\xi^{1}(t)-\xi^{2}(t)\right|^{2} G(t), \\
d(t) & =G(t) \int_{0}^{t}\left|m^{1}(s)-m^{2}(s)\right|^{2} d s, \\
p(t) & =G(t) \int_{0}^{t}\left|\eta^{1}(s)-\eta^{2}(s)\right|^{2} d s, \\
u(t) & =G(t) \int_{0}^{t}\left|\xi^{1}(s)-\xi^{2}(s)\right|^{2} d s, \\
M_{1}(t) & =\sum_{i=1}^{m} \sum_{j=1}^{k}\left(\int_{0}^{t}\left(b_{i j}\left(s, \eta^{1}, \xi^{1}\right)-b_{i j}\left(s, \eta^{2}, \xi^{2}\right)\right) d v_{j}(s)\right)^{2}, \\
M_{2}(t) & =\sum_{i=1}^{m} \sum_{j=1}^{n}\left(\int_{0}^{t}\left(c_{i j}\left(s, \eta^{1}, \xi^{1}\right)-c_{i j}\left(s, \eta^{2}, \xi^{2}\right)\right) d \bar{W}_{j}(s)\right)^{2}, \\
l(t) & =M_{1}(t) G(t), \\
y(t) & =M_{2}(t) G(t) .
\end{aligned}
$$

It is easy to see that

$$
\begin{equation*}
E\left(\left|\phi^{1}(t)-\phi^{2}(t)\right|^{2} G(t)\right) \leq \text { const } \cdot E(h(t)+u(t)+x(t)+p(t)) . \tag{2.27}
\end{equation*}
$$

Let us estimate each term on the right-hand side of inequality (2.27).
We have

$$
\begin{align*}
E h(t) & =E E^{\mu} h(t)=E\left(\left|\xi^{1}(t)-\xi^{2}(t)\right|^{2} E^{\mu} G(t)\right) \\
& =E\left|\xi^{1}(t)-\xi^{2}(t)\right|^{2} \leq \mathrm{const} \cdot z(t) . \tag{2.28}
\end{align*}
$$

In a complete analogy, we write

$$
\begin{equation*}
E u(t) \leq \text { const } \cdot z(t) . \tag{2.29}
\end{equation*}
$$

Further, it is easy to see that

$$
\begin{align*}
\left|\eta^{1}(t)-\eta^{2}(t)\right|^{2} & \leq \int_{0}^{t}\left|a\left(s, \eta^{1}, \xi^{1}\right)-a\left(s, \eta^{2}, \xi^{2}\right)\right|^{2} d s \\
& +\int_{0}^{t}\left|c\left(s, \eta^{1}, \xi^{1}\right) m^{1}(s)-c\left(s, \eta^{2}, \xi^{2}\right) m^{2}(s)\right|^{2} d s \\
& +\int_{0}^{t}\left|c\left(s, \eta^{1}, \xi^{1}\right) A\left(s, \eta^{1}, \xi^{1}\right)-c\left(s, \eta^{2}, \xi^{2}\right) A\left(s, \eta^{2}, \xi^{2}\right)\right|^{2} d s \\
& +M_{1}(t)+M_{2}(t) \tag{2.30}
\end{align*}
$$

According to conditions (1) and (2) of the theorem, we obtain from (2.30)

$$
\begin{equation*}
x(t) \leq \operatorname{const}(p(t)+l(t)+y(t)+d(t)+u(t)) . \tag{2.31}
\end{equation*}
$$

Note that in our calculations below there arise stochastic integrals with respect to the Wiener processes $v$ and $\bar{W}$ possessing cumbersome integrands. But according to condition (1) of the theorem, each of them is a martingale equal to zero at the point $t=0$ (indeed, it is sufficient to note that each coefficient is bounded and $E(G(t))^{2} \leq$ const). Denote these martingales by the symbol "mart."

Using the Itô formula and condition (2), we obtain the following:
(e)

$$
p(t)=\operatorname{mart}+\int_{0}^{t} x(s) d s
$$

(f)

$$
\begin{aligned}
l(t) & =\operatorname{mart}+\sum_{i=1}^{m} \sum_{j=1}^{n} \int_{0}^{t}\left(b_{i j}\left(s, \eta^{1}, \xi^{1}\right)-b_{i j}\left(s, \eta^{2}, \xi^{2}\right)\right)^{2} G(s) d s \\
& \leq \operatorname{mart}+\operatorname{const}\left(\int_{0}^{t} x(s) d s+\int_{0}^{t} h(s) d s\right)
\end{aligned}
$$

(g)

$$
\begin{gather*}
y(t)=\operatorname{mart}+\sum_{i=1}^{m} \sum_{j=1}^{n} \int_{0}^{t}\left(c_{i j}\left(s, \eta^{1}, \xi^{1}\right)-c_{i j}\left(s, \eta^{2}, \xi^{2}\right)\right)^{2} G(s) d s \\
+\sum_{i=1}^{m} \sum_{j=1}^{n} \int_{0}^{t}\left(\int_{0}^{s}\left(c_{i j}\left(u, \eta^{1}, \xi^{1}\right)-c_{i j}\left(u, \eta^{2}, \xi^{2}\right)\right) d \bar{W}_{j}(u)\right)\left(c_{i j}\left(s, \eta^{1}, \xi^{1}\right)-c_{i j}\left(s, \eta^{2}, \xi^{2}\right)\right) \\
\times\left(\sum_{i=1}^{n}\left[\left(\phi_{i}^{1}(s)-m_{i}^{1}(s)\right) \rho^{1}(s)+\left(\phi_{i}^{2}(s)-m_{i}^{2}(s)\right) \rho^{2}(s)\right]\right) d s \tag{2.32}
\end{gather*}
$$

Now we note that just as in (j),

$$
\sum_{i=1}^{m} \sum_{j=1}^{n} \int_{0}^{t}\left(c_{i j}\left(s, \eta^{1}, \xi^{1}\right)-c_{i j}\left(s, \eta^{2}, \xi^{2}\right)\right)^{2} G(s) d s \leq \operatorname{const}\left(\int_{0}^{t} x(s) d s+\int_{0}^{t} h(s) d s\right)
$$

Recall that by condition (1) of the theorem,

$$
\left|\phi^{i}\right| \leq \text { const, } \quad\left|m^{i}\right| \leq \text { const, } \quad i=1,2 .
$$

Thus if we apply the elementary inequality

$$
a b \leq \frac{1}{2}\left(a^{2}+b^{2}\right)
$$

and condition (2) of the theorem to the third term on the right-hand side of equality (2.32), we can easily see that it is overestimated by the expression

$$
\operatorname{const}\left(\int_{0}^{t} x(s) d s+\int_{0}^{t} h(s) d s+\int_{0}^{t} y(s) d s\right)
$$

Therefore, we obtain

$$
\begin{equation*}
y(t) \leq \operatorname{mart}+\operatorname{const}\left(\int_{0}^{t} x(s) d s+\int_{0}^{t} h(s) d s+\int_{0}^{t} y(s) d s\right) \tag{2.33}
\end{equation*}
$$

Now, from inequality (2.31), according to (i), (j), and (k), we find that

$$
\begin{align*}
x(t) & \leq \operatorname{mart}+\operatorname{const}\left(\int_{0}^{t} x(s) d s+\int_{0}^{t} h(s) d s+y(t)+d(t)+u(t)\right) \\
& \leq \operatorname{mart}+\operatorname{const}\left(\int_{0}^{t} x(s) d s+\int_{0}^{t} h(s) d s+\int_{0}^{t} y(s) d s+u(t)+d(t)\right) \tag{2.34}
\end{align*}
$$

From (2.28) we obtain

$$
E \int_{0}^{t} h(s) d s=\int_{0}^{t} E h(s) d s \leq \mathrm{const} \int_{0}^{t} z(s) d s
$$

But $z(t)$ is a positive increasing function. Hence

$$
\int_{0}^{t} z(s) d s \leq \int_{0}^{t} z(t) d s \leq \text { const } \cdot z(t)
$$

and, therefore,

$$
\begin{equation*}
E \int_{0}^{t} h(s) d s \leq \text { const } \cdot z(t) . \tag{2.35}
\end{equation*}
$$

Further,

$$
\begin{equation*}
E d(t)=E E^{\mu} d(t)=E \int_{0}^{t}\left|m^{1}(s)-m^{2}(s)\right|^{2} d s \cdot E^{\mu} G(t)=z(t) . \tag{2.36}
\end{equation*}
$$

Now, averaging inequalities (2.33) and (2.34) and then adding them, we obtain

$$
\begin{equation*}
E(x(t)+y(t)) \leq \operatorname{const}\left(\int_{0}^{t} E(x(s)+y(s)) d s+E \int_{0}^{t} h(s) d s+E u(t)+E d(t)\right) . \tag{2.37}
\end{equation*}
$$

Hence, by (2.36), (2.29), and (2.37), we have

$$
E(x(t)+y(t)) \leq \operatorname{const}\left(\int_{0}^{t} E(x(s)+y(s)) d s+z(t)\right) .
$$

Solving this inequality and taking into account that the process $y(t) \geq 0$, we obtain

$$
\begin{equation*}
E x(t) \leq \operatorname{const} \cdot z(t) . \tag{2.38}
\end{equation*}
$$

Item (i) and inequality (2.35) yield

$$
\begin{equation*}
E p(t)=E \int_{0}^{t} x(s) d s \leq \text { const } \cdot z(t) \tag{2.39}
\end{equation*}
$$

Finally, the desired inequality (2.26) follows from inequality (2.27), according to relations (2.28), (2.29), (2.38), and (2.39).

## Chapter 3

## ESTIMATIONAL STOCHASTIC EQUATIONS AND ROBUST ESTIMATORS IN STATISTICAL MODELS ASSOCIATED WITH SEMIMARTINGALES. CONTIGUOUS ALTERNATIVES

### 3.1. The Limiting Behavior of Roots of the Estimational Stochastic Equations

A key role in robust estimation theory is played by the Huber $M$-estimators. ([32,35, 109, 112-115]). In general, $M$-estimators can be considered as follows.
Consider a sequence of filtered statistical models

$$
\begin{equation*}
\mathcal{E}=\left\{\left(\Omega^{n}, \mathcal{F}^{n}, F^{n}=\left(\mathcal{F}_{t}^{n}\right), 0 \leq t \leq T,\left(Q_{\theta}^{n}, \theta \in \Theta \subset \mathbb{R}_{1}\right)\right)\right\}_{n \geq 1}, \tag{3.1}
\end{equation*}
$$

where for each $n \geq 1$ and $\theta \neq \theta^{\prime}$, the probability measures $Q_{\theta}^{n}$ and $Q_{\theta^{\prime}}^{n}$ are equivalent, $Q_{\theta}^{n} \sim Q_{\theta^{\prime}}^{n}, \mathcal{F}^{n}=\mathcal{F}_{T}^{n}$, and $T>0$ is a number, the $\sigma$-algebra $\mathcal{F}^{n}$ is complete, and the filtration $F^{n}$ satisfies the usual conditions w.r.t. $Q_{\theta}^{n}$ for some and, hence, for each $\theta$ (see Subsection 3.3.1, (a), (d) and Remark 3.16 below).

Let for each $\theta \in \Theta$ and $n \geq 1$ the process $\left(L_{n}(\theta, t), 0 \leq t \leq T\right)$ be a local (square-integrable) $Q_{\theta}^{n}$-martingale.

Denote $L_{n}(\theta)=\left.L_{n}(\theta, t)\right|_{t=T}$ and consider the stochastic equation (with respect to the parameter $\theta$ )

$$
\begin{equation*}
L_{n}(\theta)=L_{n}(\theta, \omega)=0, \quad n \geq 1 . \tag{3.2}
\end{equation*}
$$

A sequence $\left\{T_{n}(\omega), \omega \in \Omega^{n}\right\}_{n \geq 1}$ of $\mathcal{F}^{n}$-measurable roots of these equations (i.e., for each $n \geq 1$, $T_{n}(\omega)$ is a random variable defined on $\left(\Omega^{n}, \mathcal{F}^{n}\right)$ with values in $\Theta$, and such that

$$
\begin{equation*}
\left.L_{n}\left(T_{n}(\omega), \omega\right)=0, \quad n \geq 1\right) \tag{3.3}
\end{equation*}
$$

is called a generalized $M$-estimator.
Note that equality (3.3) can hold only asymptotically (in some sense, see, e.g., Theorem 3.1 below).
The proof of assertions concerning the asymptotic behavior of $M$-estimators as solutions of Eq. (3.2) is carried out in two steps: first, the asymptotic properties are established for the left-hand side of Eq. (3.2); second, the asymptotic properties of estimators (considered as implicit functions) are obtained by linearization. In this way one can construct the so-called CLAN (consistent, linear, asymptotically normal) estimators, which are asymptotically equivalent to $M$-estimators (see, e.g., (3.15) below). The class of CLAN estimators is a basic class of estimators in robust estimation theory, developed below in this chapter.
3.1.1. Local limiting behavior of roots. The Dugue-Cramer-Le Breton method. Given a sequence of statistical models (3.1), let $\left\{c_{n}(\theta)\right\}_{n \geq 1}, c_{n}(\theta)>0, \theta \in \Theta$, be a normalizing deterministic sequence.

Consider the sequence of random variables $\left\{L_{n}(\theta)\right\}_{n \geq 1}=\left\{L_{n}(\theta, \omega), \omega \in \Omega^{n}\right\}_{n \geq 1}$, depending on the parameter $\theta \in \Theta$.
Remark 3.1. We will use the following abbreviation:

$$
Q_{\theta^{-}}^{n} \lim _{n \rightarrow \infty} \xi^{n}=K,
$$

where $\xi=\left\{\xi_{n}\right\}_{n \geq 1}$ is a sequence of random variables defined for each $n$ on $\Omega^{n}$ and $K$ is a real number.
This equality means that $\forall \rho>0$,

$$
\lim _{n \rightarrow \infty} Q_{\theta}^{n}\left\{\omega \in \Omega^{n}:\left|\xi_{n}(\omega)-K\right|>\rho\right\}=0
$$

Theorem 3.1. Let the following conditions hold:
(a) for each $\theta \in \Theta, \lim _{n \rightarrow \infty} c_{n}(\theta)=0$;
(b) for each $n \geq 1$, the mapping $\theta \leadsto L_{n}(\theta)$ is continuously differentiable in $\theta Q_{\theta}^{n}$-a.s. $\left(\dot{L}_{n}(\theta)=\right.$ $\left.\frac{\partial}{\partial \theta} L_{n}(\theta)\right) ;$
(c) for each $\theta \in \Theta$, there exists a function $\Delta_{Q}(\theta, y), \theta, y \in \Theta$, such that

$$
\begin{equation*}
Q_{\theta^{-}}^{n} \lim _{n \rightarrow \infty} c_{n}^{2}(\theta) L_{n}(y)=\Delta_{Q}(\theta, y) \tag{3.4}
\end{equation*}
$$

and the equation

$$
\Delta_{Q}(\theta, y)=0
$$

with respect to the variable y has a unique solution $\theta^{*}=b^{Q}(\theta)$;
(d) $Q_{\theta}^{n}-\lim _{n \rightarrow \infty} c_{n}^{2}(\theta) \dot{L}_{n}\left(\theta^{*}\right)=-\gamma_{Q}(\theta)$, where $\gamma_{Q}(\theta)$ is a positive number for each $\theta \in \Theta$;
(e) $\lim _{r \rightarrow 0} \limsup _{n \rightarrow \infty} Q_{\theta}^{n}\left\{\sup _{\left\{y:\left|y-\theta^{*}\right| \leq r\right\}} c_{n}^{2}(\theta)\left|\dot{L}_{n}(y)-\dot{L}_{n}\left(\theta^{*}\right)\right|>\rho\right\}=0$ for each $\rho>0$.

Then for each $\theta \in \Theta$ there exists a sequence of random variables $T=\left\{T_{n}\right\}_{n \geq 1}$ taking the values in $\Theta$ such that
(I) $\lim _{n \rightarrow \infty} Q_{\theta}^{n}\left\{L_{n}\left(T_{n}\right)=0\right\}=1$;
(II) $Q_{\theta}^{n}-\lim _{n \rightarrow \infty} T_{n}=\theta^{*}$;
(III) if $\left\{\widetilde{T}_{n}\right\}_{n \geq 1}$ is another sequence with properties (I) and (II), then

$$
\lim _{n \rightarrow \infty} Q_{\theta}^{n}\left\{T_{n}=\widetilde{T}_{n}\right\}=1
$$

If, in addition,
(f) the sequence of distributions $\left\{\mathcal{L}\left\{c_{n}(\theta) L_{n}\left(\theta^{*}\right) \mid Q_{\theta}^{n}\right\}\right\}_{n \geq 1}$ weakly converges to a certain distribution $\Phi$, then
(IV)

$$
\begin{align*}
& \mathcal{L}\left\{\gamma_{Q}(\theta) c_{n}^{-1}(\theta)\left(T_{n}-\theta^{*}\right) \mid Q_{\theta}^{n}\right\} \xrightarrow{w} \Phi  \tag{i}\\
& c_{n}^{-1}(\theta)\left(T_{n}-\theta^{*}\right)=\frac{c_{n}^{-1}(\theta) L_{n}\left(\theta^{*}\right)}{\gamma_{Q}(\theta)}+R_{n}(\theta), \quad R_{n}(\theta) \xrightarrow{Q_{\theta}^{n}} 0 . \tag{ii}
\end{align*}
$$

Proof. 1. By the Taylor formula we have

$$
L_{n}(y)=L_{n}\left(\theta^{*}\right)+\dot{L}_{n}\left(\theta^{*}\right)\left(y-\theta^{*}\right)+\left[\dot{L}_{n}(\bar{\theta})-\dot{L}_{n}\left(\theta^{*}\right)\right]\left(y-\theta^{*}\right),
$$

where $\bar{\theta}=\theta^{*}+\alpha\left(\theta^{*}\right)\left(y-\theta^{*}\right), \alpha\left(\theta^{*}\right) \in[0,1]$, and the point $\bar{\theta}$ is chosen so that $\bar{\theta} \in \mathcal{F}^{n}(\xi \in \mathcal{F}$ means that the r.v. $\xi$ is $\mathcal{F}$-measurable).

From this we obtain

$$
\begin{equation*}
c_{n}^{2}(\theta) L_{n}(y)=c_{n}^{2}(\theta) L_{n}\left(\theta^{*}\right)-\gamma_{Q}(\theta)\left(y-\theta^{*}\right)+\varepsilon_{n}\left(\bar{\theta}, \theta^{*}\right)\left(y-\theta^{*}\right), \tag{3.5}
\end{equation*}
$$

where $\varepsilon_{n}\left(y, \theta^{*}\right) \in \mathcal{F}^{n}$,

$$
\varepsilon_{n}\left(y, \theta^{*}\right)=c_{n}^{2}(\theta)\left[\dot{L}_{n}(y)-\dot{L}_{n}\left(\theta^{*}\right)\right]+\left[c_{n}^{2}(\theta) \dot{L}_{n}\left(\theta^{*}\right)+\gamma_{Q}(\theta)\right], \quad y \in \Theta .
$$

Obviously, conditions (d) and (e) ensure that

$$
\begin{equation*}
\lim _{r \rightarrow 0} \limsup _{n \rightarrow \infty} Q_{\theta}^{n}\left\{\sup _{\left\{y:\left|y-\theta^{*}\right| \leq r\right\}}\left|\varepsilon_{n}\left(y, \theta^{*}\right)\right|>\rho\right\}=0 \tag{3.6}
\end{equation*}
$$

for each $\rho>0$.
2. We now show that there exists a family $\left\{\Omega_{\theta}(n, r): n \geq 1, r \geq 0, \theta \in \Theta\right\}$ with properties

$$
\begin{align*}
& \Omega_{\theta}(n, r) \in \mathcal{F}^{n}  \tag{1}\\
& \lim _{r \rightarrow 0} \liminf _{n \rightarrow \infty} Q_{\theta}^{n}\left\{\Omega_{\theta}(n, r)\right\}=1 \tag{2}
\end{align*}
$$

and for any $r>0, n \geq 1$, and $\omega \in \Omega_{\theta}(n, r)$ the equation

$$
L_{n}(y)=0
$$

has a unique solution $T_{n}$ in the segment $\left|y-\theta^{*}\right| \leq r$.
Expansion (3.5) yields

$$
\begin{equation*}
c_{n}^{2}(\theta) L_{n}\left(\theta^{*}+u\right) u=c_{n}^{2}(\theta) L_{n}\left(\theta^{*}\right) u-u^{2} \gamma_{Q}(\theta)+u^{2} \varepsilon_{n}\left(\bar{\theta}, \theta^{*}\right) \tag{3.7}
\end{equation*}
$$

For any $\theta \in \Theta, n \geq 1$, and $r>0$, we define

$$
\Omega_{\theta}(n, r)=\left\{\omega \in \Omega^{n}: \left.\left|c_{n}^{2}(\theta) L_{n}\left(\theta^{*}\right)<\frac{\gamma_{Q}(\theta) r}{2}, \sup _{\left\{y:\left|y-\theta^{*}\right| \leq r\right\}}\right| \varepsilon_{n}\left(y, \theta^{*}\right) \right\rvert\,<\frac{\gamma_{Q}(\theta)}{2}\right\} .
$$

Obviously, $\Omega_{\theta}(n, r) \in \mathcal{F}^{n}$. Hence, if $\omega \in \Omega_{\theta}(r, n)$, then from Eq. (3.7) we obtain $L_{n}\left(\theta^{*}+u\right) u<0$ for $|u|=r$.

Since the mapping $u \leadsto L_{n}\left(\theta^{*}+u\right)$ is continuous with respect to $u$, the equation $L_{n}\left(\theta^{*}+u\right)=0$ for $|u| \leq r$ has at least one solution $u_{n}\left(\theta^{*}\right)$ with $\left|u_{n}\left(\theta^{*}\right)\right| \leq r$.

It can be easily seen that if $\omega \in \Omega_{\theta}(n, r)$ and $|u| \leq r$, then $\dot{L}_{n}\left(\theta^{*}+u\right)<0$.
On the other hand, for $\omega \in \Omega_{\theta}(n, r)$ and $|u| \leq r$,

$$
\begin{gathered}
L_{n}\left(\theta^{*}+u, \omega\right)-L_{n}\left(\theta^{*}+u_{n}\left(\theta^{*}\right), \omega\right) \\
=\int_{0}^{1} \frac{\partial}{\partial \alpha}\left[L_{n}\left(\left(\theta^{*}+u_{n}\left(\theta^{*}\right)\right)+\alpha\left(u-u_{n}\left(\theta^{*}\right)\right), \omega\right)\right] d \alpha
\end{gathered}
$$

Consequently,

$$
L_{n}\left(\theta^{*}+u, \omega\right)=\int_{0}^{1} \dot{L}\left(\theta^{*}+u_{n}\left(\theta^{*}\right)+\alpha\left(u-u_{n}\left(\theta^{*}\right)\right), \omega\right)\left(u-u_{n}\left(\theta^{*}\right)\right) d \alpha
$$

and

$$
\begin{gathered}
L_{n}\left(\theta^{*}+u, \omega\right)\left(u-u_{n}\left(\theta^{*}\right)\right) \\
=\int_{0}^{1} \dot{L}_{n}\left(\theta^{*}+u_{n}\left(\theta^{*}\right)+\alpha\left(u-u_{n}\left(\theta^{*}\right)\right), \omega\right)\left(u-u_{n}\left(\theta^{*}\right)\right)^{2} d \alpha<0,
\end{gathered}
$$

provided that $u \neq u_{n}\left(\theta^{*}\right)$. Hence $L_{n}\left(\theta^{*}+u, \omega\right) \neq 0$ for $|u| \leq r, u \neq u_{n}\left(\theta^{*}\right)$. By the construction of the set $\Omega_{\theta}(n, r)$ and due to conditions (c), (d), and (e) it is easily seen that (2) is true as well.
3. Now we construct the sequence $T=\left\{T_{n}\right\}_{n \geq 1}$ with properties (I), (II), and (III). Define

$$
\Omega_{n}^{\theta}:=\underset{k>0}{\cup} \Omega_{\theta}\left(n, k^{-1}\right)
$$

Obviously, $\Omega_{n}^{\theta} \in \mathcal{F}^{n}$. Let $\omega \in \Omega_{n}^{\theta}$. Then it follows from the previous statement that there exists a number $k(\omega)>0$ such that the equation $L_{n}(y)=0$ has a unique solution $\widetilde{T}_{n}(\omega)$ in the segment $\left|y-\theta^{*}\right| \leq(k(\omega))^{-1}$ with the mapping $\omega \leadsto \widetilde{T}_{n}(\omega)$ which is $\Omega_{n}^{\theta} \cap \mathcal{F}^{n}$-measurable (see, e.g., [60]).

We set

$$
T_{n}(\omega)= \begin{cases}\widetilde{T}_{n}(\omega) & \text { if } \omega \in \Omega_{n}^{\theta}, \\ \theta_{0} & \text { if } \omega \notin \Omega_{n}^{\theta}\end{cases}
$$

where $\theta_{0}$ is a point in $\Theta$.
It is easily seen that, by construction, $T_{n}$ possesses properties (I), (II), and (III).
4. Finally, we prove assertion (IV). By expansion (3.5) we have

$$
\begin{align*}
& \left|c_{n}(\theta) L_{n}\left(T_{n}\right)-c_{n}(\theta) L_{n}\left(\theta^{*}\right)-\gamma_{Q}(\theta) c_{n}^{-1}(\theta)\left(T_{n}-\theta^{*}\right)\right| \\
& \quad \leq\left|\varepsilon\left(\bar{T}_{n}, \theta^{*}\right) \gamma_{Q}^{-1}(\theta)\right|\left|\gamma_{Q}(\theta) c_{n}^{-1}(\theta)\left(T_{n}-\theta^{*}\right)\right| \tag{3.8}
\end{align*}
$$

and $\limsup _{n \rightarrow \infty} Q_{\theta}^{n}\left\{\left|\varepsilon_{n}\left(\bar{T}_{n}, \theta^{*}\right)\right| \geq \rho\right\}=0 \forall \rho>0$, which follows directly from the relation

$$
\left\{\left|\bar{T}_{n}-\theta^{*}\right| \leq r\right\} \cap\left\{\sup _{\left\{y:\left|y-\theta^{*}\right| \leq r\right\}}\left|\varepsilon_{n}\left(y, \theta^{*}\right)\right|<\rho\right\} \subset\left\{\left|\varepsilon_{n}\left(\bar{T}_{n}, \theta^{*}\right)\right|<\rho\right\} .
$$

Denote $X_{n}:=c_{n}(\theta)\left(L_{n}\left(T_{n}\right)-L_{n}\left(\theta^{*}\right)\right), Y_{n}:=\gamma_{Q}(\theta) c_{n}^{-1}(\theta)\left(T_{n}-\theta^{*}\right)$, and $Z_{n}:=\left|\varepsilon_{n}\left(\bar{T}_{n}, \theta^{*}\right) \gamma_{Q}^{-1}(\theta)\right|$. Then inequality (3.8) takes the form

$$
\left|X_{n}-Y_{n}\right| \leq Z_{n}\left|Y_{n}\right| .
$$

It is well known (see [8], Problem 2, Sec. 1.4) that if $X_{n}$ converges weakly to $X\left(X_{n} \xrightarrow{w} X\right)$ and $Z_{n} \xrightarrow{P} 0$, then $Y_{n} \xrightarrow{w} X$. Thus, we obtain

$$
\lim _{n \rightarrow \infty} \mathcal{L}\left\{\gamma_{Q}(\theta) c_{n}^{-1}(\theta)\left(T_{n}-\theta^{*}\right) \mid Q_{\theta}^{n}\right\}=\lim _{n \rightarrow \infty} \mathcal{L}\left\{c_{n}(\theta) L_{n}\left(\theta^{*}\right) \mid Q_{\theta}^{n}\right\} .
$$

Assertion (i) is proved. The proof of assertion (ii) easily follows from (i) and inequality (3.8).
3.1.2. Global limiting behavior of roots. The Perlman-type conditions. We use the objects introduced in Subsection 3.1.1. Assume that $\Theta=[a, b]$. Furthermore, for convenience, we set $a=-\infty$ and $b=+\infty$.

For every $\theta$ we consider the set

$$
S_{\theta}=\left\{\widehat{T}=\left\{\widehat{T}_{n}\right\}_{n \geq 1}: \text { for each } n \geq 1, \widehat{T}_{n} \in \mathcal{F}^{n}, \text { and } Q_{\theta^{-}}^{n} \lim _{n \rightarrow \infty} c_{n}^{2}(\theta) L_{n}\left(\widehat{T}_{n}\right)=0\right\}
$$

Theorem 3.2. Let the following condition (sup c) hold:
$(\sup \mathrm{c})_{1}$ the function $\Delta_{Q}(\theta, y)$ is $y$-continuous for every $\theta$;
(supc) $)_{2}$ for any $K, 0<K<\infty$, and $\rho>0$,

$$
\lim _{n \rightarrow \infty} Q_{\theta}^{n}\left\{\sup _{|y| \leq K}\left|c_{n}^{2}(\theta) L_{n}(y)-\Delta_{Q}(\theta, y)\right|>\rho\right\}=0 .
$$

Then
I. The following alternative holds: if $\widehat{T} \in S_{\theta}$, then either

$$
\begin{equation*}
Q_{\theta^{-}}^{n} \lim _{n \rightarrow \infty} \widehat{T}_{n}=\theta^{*}=b^{Q}(\theta) \tag{3.9}
\end{equation*}
$$

or

$$
\begin{equation*}
\varlimsup_{n \rightarrow \infty} Q_{\theta}^{n}\left\{\left|\widehat{T}_{n}\right|>K\right\}>0 \tag{3.10}
\end{equation*}
$$

for any $K, 0<K<\infty$.
II. If, in addition, the condition

$$
\left(c^{+}\right) \quad \lim _{|y| \rightarrow \infty}\left|\Delta_{Q}(\theta, y)\right|=K(\theta)>0
$$

holds and

$$
\lim _{n \rightarrow \infty} Q_{\theta}^{n}\left\{\sup _{-\infty<y<+\infty}\left|c_{n}^{2}(\theta) L_{n}(y)-\Delta_{Q}(\theta, y)\right|>\rho\right\}=0
$$

for any $\rho>0$, then (3.9) holds.
Proof. Let $\widehat{T}=\left\{\widehat{T}_{n}\right\}_{n \geq 1} \in S_{\theta}$ and suppose that inequality (3.10) is not satisfied. Then there exists a number $K_{0}>0$ such that

$$
\lim _{n \rightarrow \infty} Q_{\theta}^{n}\left\{\left|\widehat{T}_{n}\right|>K_{0}\right\}=0 .
$$

Therefore,

$$
\begin{aligned}
& \quad Q_{\theta}^{n}\left\{\left|c_{n}^{2}(\theta) L_{n}\left(\widehat{T}_{n}\right)-\Delta_{Q}\left(\theta, \widehat{T}_{n}\right)\right|>\rho\right\} \leq Q_{\theta}^{n}\left\{\left|\widehat{T}_{n}\right|>K_{0}\right\} \\
& +Q_{\theta}^{n}\left\{\left|c_{n}^{2}(\theta) L_{n}\left(\widehat{T}_{n}\right)-\Delta_{Q}\left(\theta, \widehat{T}_{n}\right)\right|>\rho,\left|\widehat{T}_{n}\right| \leq K_{0}\right\} \leq Q_{\theta}^{n}\left\{\left|\widehat{T}_{n}\right|>K_{0}\right\} \\
& +Q_{\theta}^{n}\left\{\sup _{|y| \leq K_{0}}\left|c_{n}^{2}(\theta) L_{n}(y)-\Delta(\theta, y)\right|>\rho\right\} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty .
\end{aligned}
$$

On the other hand,

$$
Q_{\theta^{-}}^{n} \lim _{n \rightarrow \infty} c_{n}^{2}(\theta) L_{n}\left(\widehat{T}_{n}\right)=0
$$

and, hence,

$$
\begin{equation*}
Q_{\theta^{-}}^{n} \lim _{n \rightarrow \infty} \Delta_{Q}\left(\theta, \widehat{T}_{n}\right)=0 \tag{3.11}
\end{equation*}
$$

Now we assume that Eq. (3.9) also fails. Then one can choose $\varepsilon>0$ such that

$$
\varlimsup_{n \rightarrow \infty} Q_{\theta}^{n}\left\{\left|\widehat{T}_{n}-b^{Q}(\theta)\right|>\varepsilon\right\}>0
$$

By condition (sup c) ${ }_{1}$,

$$
\Delta(\varepsilon)=\inf _{\left\{y:\left|y-b^{Q}(\theta)>\varepsilon,|y| \leq K_{0}\right\}\right.}\left|\Delta_{Q}(\theta, y)\right|>0,
$$

whence

$$
\begin{aligned}
\lim _{n \rightarrow \infty} & Q_{\theta}^{n}\left\{\left|\Delta_{Q}\left(\theta, \widehat{T}_{n}\right)\right|>\Delta(\varepsilon)\right\} \\
& \geq \varlimsup_{n \rightarrow \infty} Q_{\theta}^{n}\left\{\left|\Delta_{Q}\left(\theta, \widehat{T}_{n}\right)\right|>\Delta(\varepsilon),\left|\widehat{T}_{n}\right| \leq K_{0}\right\} \\
& \geq \varlimsup_{n \rightarrow \infty} Q_{\theta}^{n}\left\{\left|\widehat{T}_{n}-b^{Q}(\theta)\right|>\varepsilon,\left|\widehat{T}_{n}\right| \leq K_{0}\right\}>0,
\end{aligned}
$$

which contradicts Eq. (3.11).

In order to prove the second assertion of the theorem, it is sufficient to note that under condition $\left(c^{+}\right)$,

$$
\inf _{\left\{y:\left|y-b^{Q}(\theta)\right| \geq \varepsilon\right\}}\left|\Delta_{Q}(\theta, y)\right|>0
$$

and to repeat the previous arguments.
Suppose that the conditions of Theorem 3.1 are satisfied.
For every $n \geq 1$, consider the set

$$
A_{n}=\left\{\omega \in \Omega^{n}: \text { the equation } L_{n}(y, \omega)=0 \text { has at least one solution }\right\} .
$$

Note that $A_{n} \in \mathcal{F}^{n}$. Indeed, recall that the $\sigma$-algebra $\mathcal{F}^{n}$ is complete, $L_{n}(y, \cdot) \in \mathcal{F}^{n}$ for each fixed $y$, and $L_{n}(\cdot, \omega)$ is a.s. continuous. Hence, the mapping $(y, \omega) \leadsto L_{n}(y, \omega)$ is measurable and $B_{n}:=\{(y, \omega)$ : $\left.L_{n}(y, \omega)=0\right\} \in \mathcal{B}\left(\mathbb{R}_{1}\right) \times \mathcal{F}^{n}$. But $A_{n}=\Pi_{\Omega^{n}}\left(B_{n}\right)$, where $\Pi_{\Omega^{n}}(\cdot)$ is a projection operator. Thus, $A_{n} \in \mathcal{F}^{n}$.

Obviously, for any $\theta$, we have $\Omega_{n}^{\theta} \subset A_{n}$, where the set $\Omega_{n}^{\theta}$ is defined in item 3 of the proof of Theorem 3.1.

Since, under the conditions of Theorem 3.1, $Q_{\theta}^{n}\left\{\Omega_{n}^{\theta}\right\} \rightarrow 1$ for any $\theta$, we have

$$
\lim _{n \rightarrow \infty} Q_{\theta}^{n}\left\{A_{n}\right\}=1
$$

For each $n \geq 1$, we introduce the sets

$$
\begin{aligned}
& S_{n}=\left\{\widetilde{T}_{n}: \widetilde{T}_{n} \text { is } \mathcal{F}^{n} \text {-measurable; } L_{n}\left(\widetilde{T}_{n}\right)=0 \text { if } \omega \in A_{n} ;\right. \\
&\left.\widetilde{T}_{n}=\theta_{0} \text { if } \omega \notin A_{n}\right\},
\end{aligned}
$$

where $\theta_{0}$ is a real number.
We consider now the set of estimators

$$
S_{\mathrm{sol}}=\left\{\widetilde{T}=\left\{\widetilde{T}_{n}\right\}_{n \geq 1}: \forall n \geq 1, \widetilde{T}_{n} \in S_{n}\right\} .
$$

Corollary 3.1. If, along with the conditions of Theorem 3.1, conditions (sup c) are satisfied for any $\theta$, then there exists an estimator $T^{*}=\left\{T_{n}^{*}\right\}_{n \geq 1} \in S_{\text {sol }}$ such that

$$
\begin{equation*}
Q_{\theta^{-}}^{n} \lim _{n \rightarrow \infty} T_{n}^{*}=b^{Q}(\theta) \tag{3.12}
\end{equation*}
$$

for any $\theta$.
If, moreover, for any $\theta$ condition $\left(c^{+}\right)$is satisfied, then any estimator $\widetilde{T} \in S_{\text {sol }}$ has property (3.12).
Proof. It is sufficient to construct an estimator $T^{*}=\left\{T_{n}^{*}\right\}_{n \geq 1}$ for which (3.10) fails for each $\theta$.
For any $n \geq 1$ and $\varepsilon>0$, there exists $T_{n}^{*} \in S_{n}$ such that

$$
\left|T_{n}^{*}\right| \leq \underset{\widetilde{T}_{n} \in S_{n}}{\operatorname{essinf}}\left|\widetilde{T}_{n}\right|+\varepsilon .
$$

By virtue of Theorem 3.1, for any $\theta$ there exists a sequence $\widehat{T}(\theta)=\left\{\widehat{T}_{n}(\theta)\right\}_{n \geq 1}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} Q_{\theta}^{n}\left\{L_{n}\left(\widehat{T}_{n}(\theta)\right)=0\right\}=1 \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{\theta^{-}}^{n} \lim _{n \rightarrow \infty} \widehat{T}_{n}(\theta)=b^{Q}(\theta) \tag{3.14}
\end{equation*}
$$

Thus, we have

$$
\begin{aligned}
\varlimsup_{n \rightarrow \infty} Q_{\theta}^{n}\left\{\left|T_{n}^{*}\right|>K\right\} & \leq \varlimsup_{n \rightarrow \infty} Q_{\theta}^{n}\left\{\left|T_{n}^{*}\right|>K, L_{n}\left(\widehat{T}_{n}(\theta)\right) \neq 0\right\}+\varlimsup_{n \rightarrow \infty} Q_{\theta}^{n}\left\{\left|T_{n}^{*}\right|>K, L_{n}\left(\widehat{T}_{n}(\theta)\right)=0\right\} \\
& \leq \varlimsup_{n \rightarrow \infty} Q_{\theta}^{n}\left\{L_{n}\left(\widehat{T}_{n}(\theta)\right) \neq 0\right\}+\varlimsup_{n \rightarrow \infty} Q_{\theta}^{n}\left\{\left|\widehat{T}_{n}(\theta)\right|+\varepsilon>K\right\} .
\end{aligned}
$$

The first and second terms on the right-hand side converge to zero by virtue of Eqs. (3.13) and (3.14).

Remark 3.2. We call conditions (sup c) and $\left(c^{+}\right)$the Perlman-type conditions. In [79], Perlman investigates analogous problem in the i.i.d. case.

Remark 3.3. If the conditions of Corollary 3.1 are satisfied, then by virtue of Theorem 3.1, IV (ii) there exists an estimator $T=\left\{T_{n}\right\}_{n \geq 1}$ such that

$$
\begin{gather*}
T_{n}=\theta^{*}+\frac{L_{n}\left(\theta^{*}\right)}{\gamma_{Q}(\theta)}+R_{n}(\theta),  \tag{3.15}\\
c_{n}^{-1}(\theta) R_{n}(\theta) \xrightarrow{Q_{马}^{n}} 0 .
\end{gather*}
$$

If $\theta^{*}=b^{Q}(\theta)=\theta$ and the distribution $\Phi$ from Theorem 3.1, (f) is Gaussian, then we obtain a CLAN estimator.

### 3.2. Robust Estimators in Discrete-Time Statistical Models

3.2.1. The statement of the problem. Section 3.2 deals with the robust estimation of a onedimensional parameter for the contaminated models described in terms of shrinking contamination neighborhoods of nominal conditional densities.

Let a sequence of statistical models

$$
\left.\mathcal{E}=\left\{\mathcal{E}_{n}\right\}_{n \geq 1}:=\left(\Omega^{n}, \mathcal{F}^{n}, P_{\theta}^{n}, \theta \in \Theta \subset \mathbb{R}^{1}\right)\right\}_{n \geq 1}
$$

be given, where

$$
\Omega^{n}=\mathcal{X}_{0} \times \prod_{1}^{n} \mathcal{X}, \quad \mathcal{F}^{n}=\mathcal{B}_{0} \times \prod_{1}^{n} \mathcal{B}
$$

$\left(\mathcal{X}_{0}, \mathcal{B}_{0}\right)$ and $(\mathcal{X}, \mathcal{B})$ are some measure Blackwell spaces (see [45]), $x_{0} \in \mathcal{X}_{0}, x_{i} \in \mathcal{X}, i \geq 1$. We assume that $P_{\theta}^{n} \sim P^{n}$, where $P^{n}$ is some probability on $\left(\Omega^{n}, \mathcal{F}^{n}\right)$. Let $\left\{f^{n}:=\left(f_{i}^{n}(\theta):=f_{i}^{n}\left(x_{i}, \theta \mid\right.\right.\right.$ $\left.\left.\left.x_{i-1}, \ldots, x_{0}\right)\right)_{1 \leq i \leq n}\right\}_{n \geq 1}$ be the corresponding system of regular conditional densities, i.e.,

$$
P_{\theta, i}^{n}\left(d z \mid x_{i-1}, \ldots, x_{0}\right)=f_{i}^{n}\left(z, \theta \mid x_{i-1}, \ldots, x_{0}\right) P^{n}\left(d z \mid x_{i-1}, \ldots, x_{0}\right), \quad i \geq 1
$$

In addition,

$$
f_{0}^{n}(\theta):=f_{0}^{n}\left(x_{0}, \theta\right)=d P_{\theta, 0}^{n} / d P_{0}^{n}, \quad P_{\theta, 0}^{n}=P_{\theta}^{n}\left|\mathcal{B}_{0}, P_{0}^{n}=P^{n}\right| \mathcal{B}_{0} .
$$

This system is referred to as a nominal system.
Suppose that the function $f_{i}^{n}(\theta)$ is continuously differentiable with respect to $\theta$ for all $0 \leq i \leq n$, $n \geq 1, P^{n}$-a.s.

We denote

$$
\begin{gathered}
l^{n}=\left(l_{i}^{n}(\theta):=\frac{\partial}{\partial \theta} \ln f_{i}^{n}(\theta), \quad 0 \leq i \leq n\right), \\
I_{n}(\theta)=E_{\theta}^{n} \sum_{i=0}^{n}\left(l_{i}^{n}(\theta)\right)^{2} .
\end{gathered}
$$

Assume that for each $n \geq 1$ and $\theta \in \Theta$,

$$
0<I_{n}(\theta)<\infty, n^{-1} I_{n}(\theta) \rightarrow I(\theta) \text { as } n \rightarrow \infty, 0<I(\theta)<\infty .
$$

Introduce the following abbreviations.
If $W=W\left(i, x_{i}, \ldots, x_{0}\right)$ and $U=U\left(i, x_{i}, \ldots, x_{0}\right), i \geq 1$, are real functions, then we write

$$
W_{i}(z \mid x):=W\left(i, z, x_{i-1}, \ldots, x_{0}\right), \quad U_{i}(x):=U\left(i, x_{i-1}, \ldots, x_{0}\right) .
$$

Further, we introduce the measures $\widehat{\mu}_{n}=\widehat{\mu}_{n}(d z, d i, x ; \theta), \mu_{n}=\mu_{n}(d z, d i, d x ; \theta)$, and $\nu_{n}=\nu_{n}(d i, d x ; \theta)$ defined by the relations

$$
\begin{gathered}
\int W d \widehat{\mu}_{n}:=\int W_{i}(z \mid x) \widehat{\mu}_{n}(d z, d i, x ; \theta):=n^{-1} \sum_{i=1}^{n} \int W_{i}(z \mid x) f_{i}^{n}(z, \theta \mid x) P_{i}^{n}(d z \mid x), \\
\int W d \mu_{n}:=E_{\theta}^{n} \int W d \widehat{\mu}_{n}, \\
\int U d \nu_{n}:=\int U_{i}(x) \nu_{n}(d i, d x, \theta):=n^{-1} E_{\theta}^{n} \sum_{i=1}^{n} U_{i} .
\end{gathered}
$$

We consider the class of CLAN estimators.
The estimator $T^{\psi}=\left\{T_{n}^{\psi}\right\}_{n \geq 1}$ is said to be CLAN if there exists a sequence of score functions $\psi=\left\{\psi^{n}:=\left(\psi_{i}^{n}(z, \theta \mid x)_{1 \leq i \leq n}\right\}_{n \geq 1}\right.$, such that for each $\theta$ the following conditions are satisfied:
(c.1) $\psi^{n} \in L_{2}\left(\mu_{n}\right)$,

$$
\int \psi_{i}^{n}(z, \theta \mid x) f_{i}^{n}(z, \theta \mid x) P_{i}^{n}(d z \mid x)=0, \quad 0 \leq i \leq n, \quad \text { for each } n \geq 1
$$

(c.2) the Lindeberg condition: for each $a \in(0,1]$,

$$
\begin{equation*}
\int\left(\psi^{n}\right)^{2} I_{\left\{\left|\psi^{n}\right|>a n^{1 / 2}\right\}} d \widehat{\mu}_{n} \xrightarrow{P_{n}^{n}} 0 \text { as } n \rightarrow \infty ; \tag{c.3}
\end{equation*}
$$

$$
\begin{gathered}
\int\left(\psi^{n}\right)^{2} d \widehat{\mu}_{n} \xrightarrow{P_{n}^{n}} \Gamma^{\psi}(\theta), \\
\int \psi^{n} l^{n} d \widehat{\mu}_{n} \xrightarrow{P_{g}^{n}} \gamma^{\psi}(\theta) \text { as } n \rightarrow \infty,
\end{gathered}
$$

where $0<\Gamma^{\psi}(\theta)<\infty, 0<\gamma^{\psi}(\theta)<\infty, \Gamma^{\psi}(\theta)$ and $\gamma^{\psi}(\theta)$ are deterministic;

$$
\begin{equation*}
T_{n}^{\psi}=\theta+\frac{n^{-1} \sum_{i=1}^{n} \psi_{i}^{n}\left(x_{i}, \theta \mid x\right)}{\int \psi^{n} l^{n} d \widehat{\mu}_{n}}+R_{n}(\theta) \tag{c.4}
\end{equation*}
$$

where

$$
n^{1 / 2} R_{n}(\theta) \xrightarrow{P_{G}^{n}} 0 .
$$

According to the central limit theorem for martingales (see [45]), we obtain from (c.1)-(c.4)

$$
\left.\mathcal{L}\left\{n^{1 / 2}\left(T_{n}^{\psi}-\theta\right) \mid P_{\theta}^{n}\right)\right\} \xrightarrow{w} \mathcal{N}\left(0, \Gamma^{\psi}(\theta) /\left(\gamma^{\psi}(\theta)\right)^{2}\right) .
$$

It should be noted that condition (c.2) and the ergodicity condition (c.3) are automatically satisfied in "good" ergodic situations with a suitably chosen sequence $\psi$.

We introduce shrinking contamination neighborhoods for nominal systems of conditional densities.
For each $R>0$ and $n \geq 1$, we consider the following sets of functions:

$$
\begin{aligned}
& \Lambda_{R}^{n}:=\left\{\lambda^{n}: \lambda^{n}=\left(\lambda_{i}^{n}(x, \theta)\right), \quad 1 \leq i \leq n, \quad \lambda_{i}^{n}(x, \theta) \geq 0, \quad \int \lambda^{n} d \nu_{n} \leq R\right\}, \\
& \mathcal{H}_{R}^{n}:=\left\{H^{n} \in L_{2}\left(\mu_{n}\right): H^{n}=\left(H_{i}^{n}(z, \theta \mid x)\right), \quad 1 \leq i \leq n,\right. \\
& \quad \int H_{i}^{n}(z, \theta \mid x) f_{i}^{n}(z, \theta \mid x) P_{i}^{n}(d z \mid x)=0, \\
& \left.\quad H_{i}^{n}(z, \theta \mid x) \geq-\lambda_{i}^{n}(x, \theta) \quad \mu_{n} \text {-a.s., } \quad \lambda^{n} \in \Lambda_{R}^{n}\right\} .
\end{aligned}
$$

Now we define the neighborhood of conditional density $f^{n}=\left(f_{i}^{n}(z, \theta \mid x)\right)_{1 \leq i \leq n}$,

$$
\begin{equation*}
F_{R}^{n}=\left\{f^{n, H}: f^{n, H}=\left(f_{i}^{n, H}(z, \theta \mid x)\right), 1 \leq i \leq n: f^{n, H}=\left(1+n^{-1 / 2} H^{n}\right) f^{n}: H^{n} \in \mathcal{H}_{R}^{n}\right\} \tag{3.16}
\end{equation*}
$$

Assume that for each $\theta$

$$
\begin{equation*}
\sup _{i, x, n} \lambda_{i}^{n}(x, \theta)<\infty \tag{3.17}
\end{equation*}
$$

Remark 3.4. Obviously, by virtue of (3.17), $f^{n, H}$ is a conditional density for a sufficiently large $n$. This property is a sufficient condition for the asymptotic theory developed below. For convenience, without loss of generality, assume that $f^{n, H}$ is a density for all $n \geq 1$.

Remark 3.5. Consider the set of functions

$$
\begin{aligned}
\Phi_{R}^{n}= & \left\{f^{n, \lambda, h}: f^{n, \lambda, h}=\left(f_{i}^{n \lambda, h}(z, \theta \mid x)\right), \quad i \leq i \leq n\right. \\
& f^{n, \lambda, h}=\left(1-\frac{\lambda^{n}}{\sqrt{n}}\right) f^{n}+\frac{\lambda^{n}}{\sqrt{n}} h^{n} \\
& \lambda^{n} \in \Lambda_{R}^{n}, \quad h^{n}=\left(h_{i}^{n}(z, \theta \mid x)\right), \quad 1 \leq i \leq n \\
& \left.\int h_{i}^{n}(z, \theta \mid x) P_{i}^{n}(d z \mid x)=1, \quad h_{i}^{n}(z, \theta \mid x) \geq 0\right\}
\end{aligned}
$$

(the generalized Huber's "gross error" model).
It is easy to see that there exists a one-to-one correspondence between the sets $F_{R}^{n}$ and $\Phi_{R}^{n}$ given by the following relations:

$$
\begin{aligned}
& H^{n}=\lambda^{n} \frac{h^{n}}{f^{n}}-\lambda^{n} \quad \text { on the set }\left\{(i, x): \lambda_{i}^{n}(x, \theta)>0\right\} \\
& H^{n}=0 \quad \text { and } h^{n} \text { is any density on the set }\left\{(i, x): \lambda_{i}^{n}(x, \theta)=0\right\}
\end{aligned}
$$

Recall that $\theta$ and $n$ are fixed.
Let $\mathcal{H}_{\text {seq }}$ denote a class of sequences $H=\left\{H^{n}\right\}_{n \geq 1}$ with the following properties:
(1) $H^{n} \in \mathcal{H}_{R}^{n}$ for each $n \geq 1$;
(2) $\lim _{N \rightarrow \infty} \lim _{n \rightarrow \infty} P_{\theta}^{n, H}\left\{\int\left(H^{n}\right)^{2} d \widehat{\mu}_{n}>N\right\}=0$,
where $P_{\theta}^{n, H}$ is the probability measure corresponding to the set of conditional densities $\left(f_{i}^{n, H}\right)_{1 \leq i \leq n} \in F_{R}^{n}$ and to the initial density $f_{0}^{n}(\theta)$.

The sequence $\left\{P_{\theta}^{n, H}\right\}_{n \geq 1}$ is referred to as the sequence of alternative measures or, briefly, alternatives.
Proposition 3.1. Let $H=\left\{H^{n}\right\}_{n \geq 1} \in \mathcal{H}_{\text {seq }}$. Then:
(i) $\left(P_{\theta}^{n, H}\right) \triangleleft\left(P_{\theta}^{n}\right)$;
(ii) if $T^{\psi}$ is $C L A N$, then

$$
\mathcal{L}\left\{n^{1 / 2}\left(T_{n}^{\psi}-\theta\right)-b_{n}^{\psi, H}(\theta) / \gamma^{\psi}(\theta) \mid P_{\theta}^{n, H}\right\} \xrightarrow{w} \mathcal{N}\left(0, \Gamma^{\psi}(\theta) /\left(\gamma^{\psi}(\theta)\right)^{2}\right)
$$

where

$$
b_{n}^{\psi, H}(\theta)=\int \psi^{n} H^{n} d \widehat{\mu}_{n}
$$

(iii) if

$$
b_{n}^{\psi, H}(\theta) \xrightarrow{P_{\theta}^{n}} \beta^{\psi, H}(\theta),
$$

where $\beta^{\psi, H}(\theta)$ is deterministic, then

$$
\mathcal{L}\left\{n^{1 / 2}\left(T_{n}^{\psi}-\theta\right) \mid P_{\theta}^{n, H}\right\} \xrightarrow{w} \mathcal{N}\left(\beta^{\psi, H}(\theta) / \gamma^{\psi}(\theta), \Gamma^{\psi}(\theta) /\left(\gamma^{\psi}(\theta)\right)^{2}\right)
$$

Below, in Sec. 3.3, we prove this proposition in the general case.
Proposition 3.1 enables us to derive an explicit expression for the asymptotic mean-square error under the alternatives $\left\{P_{\theta}^{n, H}\right\}_{n \geq 1}$ (the risk functional). Namely, we have

$$
\lim _{a \rightarrow \infty} \lim _{n \rightarrow \infty} E_{\theta}^{n, H}\left[n\left(T_{n}^{\psi}-\theta\right)^{2} \wedge a\right]=D(\psi, H ; \theta),
$$

where

$$
\begin{equation*}
D(\psi, H ; \theta)=\frac{\left[\beta^{\psi, H}(\theta)\right]^{2}+\Gamma^{\psi}(\theta)}{\left(\gamma^{\psi}(\theta)\right)^{2}} . \tag{3.18}
\end{equation*}
$$

In what follows, we assume that all ergodicity conditions expressed in terms of the convergence of integrals with respect to the measure $\left(\widehat{\mu}_{n}\right)$ and with respect to the measure ( $\mu_{n}$ ) are equivalent, i.e., if $\phi=\left\{\phi^{n}\right\}_{n \geq 1}$ and $\chi=\left\{\chi^{n}\right\}_{n \geq 1}$ are some sequences of functions with $\phi^{n}, \chi^{n} \in L_{2}\left(\mu_{n}\right) \forall n \geq 1$, then

$$
\int \phi^{n} \chi^{n} d \widehat{\mu}_{n} \xrightarrow{P_{G}^{n}} C \Longleftrightarrow \int \phi^{n} \chi^{n} d \mu_{n} \rightarrow C \text { as } n \rightarrow \infty .
$$

Then we have

$$
\begin{equation*}
D(\psi, H ; \theta)=\lim _{n \rightarrow \infty} D_{n}\left(\psi^{n}, H^{n} ; \theta\right), \tag{3.19}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{n}(\psi, H ; \theta)=\frac{\left[\left(\int \psi H d \mu_{n}\right)^{2}+\int \psi^{2} d \mu_{n}\right]}{\left(\int \psi l^{n} d \mu_{n}\right)^{2}} . \tag{3.20}
\end{equation*}
$$

We introduce the optimization criterion and the optimization problem.
Let $\Psi$ and $\mathcal{H}_{\Psi}$ be some classes of sequences $\psi=\left\{\psi^{n}\right\}_{n \geq 1}$ and $H=\left\{H^{n}\right\}_{n \geq 1}$ such that for each $\psi \in \Psi$ and $H \in \mathcal{H}_{\Psi}$ the conditions of Proposition 3.1 are satisfied.

The sequence of score functions $\psi^{*}=\left\{\psi^{*, n}\right\}_{n \geq 1} \in \Psi$ is said to be $\left(\Psi, \mathcal{H}_{\Psi}\right)$-optimal in the minimax sense with respect to the risk functional $D(\psi, H ; \theta)$ if

$$
\begin{equation*}
\sup _{H \in \mathcal{H}_{\Psi}} D\left(\psi^{*}, H ; \theta\right)=\inf _{\psi \in \Psi} \sup _{H \in \mathcal{H}_{\Psi}} D(\psi, H ; \theta) \tag{3.21}
\end{equation*}
$$

or, equivalently, if for each $\varepsilon>0$ and $\psi \in \Psi$, there exists $H^{\varepsilon, \psi} \in \mathcal{H}_{\Psi}$ such that for each $H \in \mathcal{H}_{\Psi}$, the inequality

$$
\begin{equation*}
D\left(\psi^{*}, H ; \theta\right) \leq D\left(\psi, H^{\varepsilon, \psi} ; \theta\right)(1+\varepsilon) \tag{3.22}
\end{equation*}
$$

is satisfied.
Remark 3.6. $(3.21) \Longleftrightarrow$ (3.22).
(1) $(3.21) \Longrightarrow$ (3.22). Indeed, from (3.21) $\forall \psi \in \Psi, \forall H \in \mathcal{H}_{\Psi}$ we have

$$
D\left(\psi^{*}, H ; \theta\right) \leq \sup _{H \in \mathcal{H}_{\Psi}} D(\psi, H ; \theta)
$$

By the definition of the supremum, $\forall \varepsilon>0 \exists H^{\varepsilon, \psi} \in \mathcal{H}_{\Psi}$ :

$$
\sup _{H \in \mathcal{H}_{\Psi}} D(\psi, H ; \theta) \leq D\left(\psi, H^{\varepsilon, \psi} ; \theta\right)+\varepsilon=D\left(\psi, H^{\varepsilon, \psi} ; \theta\right)\left(1+\frac{\varepsilon}{D\left(\psi, H^{\varepsilon, \psi} ; \theta\right)}\right) .
$$

(2) $(3.22) \Longrightarrow(3.21)$. Indeed, (3.22) is true for each $\psi$ and $H$. Therefore,

$$
\sup _{H \in \mathcal{H}_{\Psi}} D\left(\psi^{*}, H ; \theta\right) \leq \sup _{H \in \mathcal{H}_{\Psi}} D(\psi, H ; \theta)+\varepsilon .
$$

The last inequality yields

$$
\sup _{H \in \mathcal{H}_{\Psi}} D\left(\psi^{*}, H ; \theta\right) \leq \inf _{\psi \in \Psi} \sup _{H \in \mathcal{H}_{\Psi}} D(\psi, H ; \theta)+\varepsilon \quad \forall \varepsilon>0
$$

Hence,

$$
\sup _{H \in \mathcal{H}_{\Psi}} D\left(\psi^{*}, H ; \theta\right) \leq \inf _{\psi \in \Psi} \sup _{H \in \mathcal{H}_{\Psi}} D(\psi, H ; \theta)
$$

The inverse inequality is trivial.
The CLAN estimator $T^{*}=T^{\psi^{*}}$, which corresponds to the optimal sequence of score functions $\psi^{*}$, is called the $\left(\Psi, \mathcal{H}_{\Psi}\right)$-minimax estimator.

The problem is to construct an optimal sequence of score functions $\psi^{*}$.
The solution of this problem is directly associated with the analytic form of the risk functional and the classes $\Psi$ and $\mathcal{H}_{\Psi}$ with respect to which the minimax operation is taken.

In general, $\beta=\beta^{\psi, H}, \Gamma=\Gamma^{\psi}$, and $\gamma=\gamma^{\psi}$ are functionals of the sequences $\psi, H$, and $l$. In particular, they are limits of certain scalar products (see previous definitions).

Two alternatives are possible:
(1) $\beta, \Gamma$, and $\gamma$ preserve the form of the scalar product in an appropriate $L_{2}(\mu)$-space with a finite or $\sigma$-finite measure $\mu$;
(2) $\beta, \Gamma$, and $\gamma$ do not possess this property.

In the first case, by a suitable choice of the classes $\Psi$ and $\mathcal{H}_{\Psi}$ we arrive at the standard minimax problem

$$
\begin{equation*}
\inf _{\psi \in \Psi} \sup _{H \geq 0, \int H \leq R} \frac{\langle\psi, H\rangle^{2}+\|\psi\|^{2}}{\langle\psi, l\rangle^{2}} \tag{3.23}
\end{equation*}
$$

with "rich" classes of alternatives. The solution of this problem is the Huber function. This type of contamination will be called a full contamination.

In the second case, in order to solve the above minimax problem, we develop the "approximation technique" which consists in the following: construct the optimal score function $\psi^{*, n}$ for the fixed step $n$; describe sufficiently wide classes $\Psi$ and $\mathcal{H}_{\Psi}$ such that the sequence $\psi^{*}=\left\{\psi^{*, n}\right\}_{\geq 1}$ is $\left(\Psi, \mathcal{H}_{\Psi}\right)$-optimal.
3.2.2. Fixed-step optimization problem. In this subsection, for each fixed $n \geq 1$, we construct the optimal score function $\psi^{*, n}$ with respect to the risk functional $D_{n}(\psi, H ; \theta)$ (see (3.19), (3.20)). More precisely, $\psi^{*, n} \in \Psi_{n}^{0}$ is said to be optimal at the $n$th step if

$$
\sup _{H \in \mathcal{H}_{R}^{n}} D_{n}\left(\psi^{*, n}, H ; \theta\right)=\inf _{\psi \in \Psi_{n}^{0}} \sup _{H \in \mathcal{H}_{R}^{n}} D_{n}(\psi, H ; \theta)
$$

where

$$
\begin{equation*}
\Psi_{n}^{0}=\left\{\psi^{n} \in L_{2}(\mu): \int \psi_{i}^{n}(z, \theta \mid x) f_{i}^{n}(z, \theta \mid x) P_{i}^{n}(d z \mid x)=0,1 \leq i \leq n\right\} \tag{3.24}
\end{equation*}
$$

Denote by

$$
\begin{equation*}
Q_{i}^{n}(\cdot, \theta \mid x):=\int I_{\left\{z: l_{i}^{n}(z, \theta \mid x) \in \cdot\right\}} f_{i}^{n}(z, \theta \mid x) P_{i}^{n}(d z \mid x) \tag{3.25}
\end{equation*}
$$

the conditional distribution of $l_{i}^{n}(z, \theta \mid x)$ with a given $(i, x)$ and consider the equation (with respect to $\beta$ )

$$
\begin{equation*}
\int[y-\beta]_{-m}^{m} Q_{i}^{n}(d y, \theta \mid x)=0 \tag{3.26}
\end{equation*}
$$

where $[x]_{a}^{b}=(x \wedge b) \vee a, m>0$ is a number.
We denote by

$$
\beta^{n}:=\beta_{i}^{n}(x, m, \theta):=\beta\left(Q_{i}^{n}(\cdot, \theta \mid x), m\right)
$$

the solution of Eq. (3.26).

Remark 3.7. The question of solvability of Eq. (3.26) is considered below, in Lemma 3.2.
Assume that the distribution $Q_{i}^{n}(\cdot, \theta \mid x)$ satisfies the following conditions: for each fixed $n$ and $\theta$
(a) $Q_{i}^{n}(\cdot, \theta \mid x)$ has a unique median;
(b) $Q_{i}^{n}\left(\left\{\beta_{i}^{n}(x, 0, \theta)\right\}, \theta \mid x\right)=0$, where

$$
\beta_{i}^{n}(x, 0, \theta)=\lim _{m \rightarrow 0} \beta_{i}^{n}(x, m, \theta)
$$

Note that the assertions of Theorem 3.3 below are true without condition (a). But the proof is technically more complicated (see [119]).

Theorem 3.3. (i) There exists an optimal $\psi^{*, n}$ which is equal to

$$
\begin{equation*}
\psi^{*, n}=\left(\left[l_{i}^{n}(z, \theta \mid x)-\beta_{i}^{n}\left(x, m_{n}^{*}(\theta), \theta\right)\right]_{-m_{n}^{*}(\theta)}^{m_{n}^{*}(\theta)}\right)_{1 \leq i \leq n}, \tag{3.27}
\end{equation*}
$$

where $m_{n}^{*}(\theta)$ is the unique solution of the equation

$$
\begin{align*}
R^{2} m^{2} & =\iint\left(\left[y-\beta_{i}^{n}(x, m, \theta)\right]_{-m}^{m} y\right. \\
& \left.-\left(\left[y-\beta_{i}^{n}(x, m, \theta)\right]_{-m}^{m}\right)^{2}\right) Q_{i}^{n}(d y, \theta \mid x) \nu_{n}(d i, d x, \theta) \tag{3.28}
\end{align*}
$$

(ii) This $\psi^{*, n}$ is $\mu_{n}$-a.s. unique (up to a constant factor).

Proof. First we prove three lemmas. In the sequel, the parameter $\theta$ is fixed and omitted.
Let for each $n \geq 1$

$$
\begin{gathered}
\Psi_{n}=\left\{\psi^{n} \in L_{2}\left(\mu_{n}\right): \int \psi_{i}^{n}(z \mid x) f_{i}^{n}(z \mid x) P_{i}^{n}(d z \mid x)=0,1 \leq i \leq n, \int \psi^{n} l^{n} d \mu_{n}=1\right\}, \\
\Psi_{\gamma, n}=\left\{\psi^{n}:\left|\psi_{i}^{n}(z \mid x)\right| \leq \gamma \quad \mu_{n} \text {-a.s. }\right\}, \quad \gamma>0, \\
\Gamma_{n}=\left\{\gamma: \Psi_{n} \cap \Psi_{\gamma, n} \neq \varnothing\right\} .
\end{gathered}
$$

Below we omit the index $n$ as well.
Lemma 3.1. $\Gamma=\left\{\gamma: \gamma \geq d^{-1}\right\}$, where

$$
d:=\iint\left|y-\operatorname{med}_{i}(x)\right| Q_{i}(d y \mid x) \nu(d i, d x)
$$

and $\operatorname{med}_{i}(x)$ is the median of the distribution $Q_{i}(\cdot \mid x)$.
Proof. First let us prove the inclusion $\Gamma \subset\left\{\gamma: \gamma \geq d^{-1}\right\}$.
Let $\phi_{i}(x)$ be a measurable function with $\left|\phi_{i}(x)\right| \leq E_{i, x}|l|$, where $E_{i, x}$ is the sign of conditional expectation (see (3.29) and Remark 3.10 below).

For each $\gamma \in \Gamma, \psi \in \Psi \cap \Psi_{\gamma}$,

$$
\begin{aligned}
1 & =\left|\int \psi_{i}(z \mid x)\left(l_{i}(z \mid x)-\phi_{i}(x)\right) \mu(d t, d i, d x)\right| \\
& \leq \gamma \int\left|l_{i}(z \mid x)-\phi_{i}(x)\right| \mu(d t, d i, d x)
\end{aligned}
$$

Hence

$$
\gamma \geq\left(\inf _{\phi} \int\left|l_{i}(z \mid x)-\phi_{i}(x)\right| \mu(d z, d i, d x)\right)^{-1}=d^{-1}
$$

by the well-known minimization property of the median.
The inverse inclusion follows from Lemma 3.3.

Everywhere below, by the derivative we mean the right derivative.
Denote

$$
\begin{equation*}
E_{i, x}|l|:=\int|y| Q_{i}(d y \mid x) . \tag{3.29}
\end{equation*}
$$

Lemma 3.2. (1) For each $m>0$, the equation

$$
\begin{equation*}
\int[y-\beta]_{-m}^{m} Q_{i}(d y \mid x)=0 \tag{3.30}
\end{equation*}
$$

has a unique measurable solution $\beta_{i}(x, m)$;
(2) there exists a constant $C \geq 1$ such that

$$
\begin{equation*}
\left|\beta_{i}(x, m)\right| \leq C E_{i, x}|l| \quad(\nu \text {-a.s. }) ; \tag{3.31}
\end{equation*}
$$

(3) for each $(i, x)$, the function $m \leadsto \beta_{i}(x, m)$ has a derivative $\beta_{i}^{\prime}(x, m)$ and $\left|\beta_{i}^{\prime}(x, m)\right| \leq 1$.

Proof. (1) We consider the function

$$
f(m, \beta)=\int[y-\beta]_{-m}^{m} Q_{i}(d y \mid x) \quad\left(:=f_{(i, x)}(m, \beta)\right)
$$

It is easy to verify that

$$
\left|\left[y-\beta_{1}\right]_{-m_{1}}^{m_{1}}-\left[y-\beta_{2}\right]_{-m_{2}}^{m_{2}}\right| \leq\left|m_{1}-m_{2}\right| \vee\left|\beta_{1}-\beta_{2}\right|
$$

and hence $f(m, \beta)$ is continuous with respect to $(m, \beta)$. Further, we observe that

$$
\begin{equation*}
f_{\beta}^{\prime}(m, \beta)=-\int I_{\{-m+\beta<y \leq m+\beta\}} Q_{i}(d y \mid x) \leq 0 \tag{3.32}
\end{equation*}
$$

and $\lim _{\beta \rightarrow \pm \infty} f(m, \beta)=\mp m$. Therefore, for each fixed $m>0$, Eq. (3.30) has a solution.
Recall that $Q_{i}(\cdot \mid x)$ has a unique median. This implies that $f_{\beta}^{\prime}(m, \beta)<0$ in a neighborhood of each point $(m, \beta)$ such that $f(m, \beta)=0$ and, according to the implicit function theorem, $\beta_{i}(x, m)$ is continuous in $m$.

Thus, there exists a solution $\beta_{i}(x, m)$ of Eq. (3.30), which is unique and $m$-continuous. Finally, we note that for fixed $m, \beta_{i}(x, m)$ is $(i, x)$-measurable, since it can be considered as a hitting time of level zero by the continuous process $f_{(i, x)}(m, \beta)$.
Remark 3.8. It is easy to verify that $\lim _{m \rightarrow \infty} \beta_{i}(x, m)=0$ and if $Q_{i}\left(\left\{\beta_{i}(x, 0)\right\} \mid x\right)=0$, then $\beta_{i}(x, 0)=$ $\lim _{m \rightarrow 0} \beta_{i}(x, m)=\operatorname{med}_{i}(x)$.
(2) Recall that the function $\beta \rightarrow f(m, \beta)$ is continuous, decreases from $m$ to $-m$ (see (3.32)), and $f\left(m, \beta_{i}(x, m)\right)=0$. Now the statement is equivalent to the existence of a constant $C \geq 1$ such that

$$
f\left(m, C E_{i, x}|l|\right) \leq 0, \quad f\left(m,-C E_{i, x}|l|\right) \geq 0
$$

for each $m>0$.
Let us prove, e.g., the first inequality. Show that for each $m>0$,

$$
\beta_{i}(x, m) \leq E_{i, x}|l|+m
$$

It suffices to prove that

$$
f\left(m, E_{i, x}|l|+m\right) \leq 0 \quad \forall m>0
$$

This inequality follows from the following calculations:

$$
\begin{aligned}
f\left(m, E_{i, x}|l|+m\right) & =\int y I_{\left\{E_{i, x}|l| \leq y \leq E_{i, x}|l|+2 m\right\}} Q_{i}(d y \mid x) \\
& -E_{i, x}|l| Q_{i}\left(\left(E_{i, x}|l|, E_{i, x}|l|+2 m\right) \mid x\right) \\
& -m Q_{i}\left(\left(E_{i, x}|l|, E_{i, x}|l|+2 m\right) \mid x\right) \\
& -m Q_{i}\left(\left(-\infty, E_{i, x}|l|\right] \mid x\right) \\
& +m Q_{i}\left(\left[E_{i, x}|l|+2 m,+\infty\right) \mid x\right) \\
& \leq E_{i, x}|l| Q_{i}\left(\left(E_{i, x}|l|, E_{i, x}|l|+2 m\right) \mid x\right) \\
& +2 m Q_{i}\left(\left(E_{i, x}|l|, E_{i, x}|l|+2 m\right) \mid x\right) \\
& -E_{i, x}|l| Q_{i}\left(\left(E_{i, x}|l|, E_{i, x}|l|+2 m\right) \mid x\right) \\
& -m\left\{Q_{i}\left(E_{i, x}|l|, E_{i, x}|l|+2 m\right) \mid x\right)+Q_{i}\left(\left(-\infty, E_{i, x}|l|\right] \mid x\right) \\
& \left.-Q_{i}\left(\left[E_{i, x}|l|+2 m,+\infty\right) \mid x\right)\right\}=0 .
\end{aligned}
$$

Now we show that $\exists \alpha>2$ such that

$$
\beta_{i}(x, m) \leq \alpha E_{i, x}|l|
$$

for each $m>\alpha E_{i, x}|l|$.
Indeed, fix $\varepsilon_{0}, 0<\varepsilon_{0}<\frac{1}{2}$, and take $\alpha \geq\left(\frac{2}{1-2 \varepsilon_{0}} \vee \frac{1}{\varepsilon_{0}}\right)$.
We have

$$
E_{i, x}|l| \geq E_{i, x}\left(|l| I_{\left\{l \geq \alpha E_{i, x}|l|\right\}}\right) \geq \alpha E_{i, x}|l| Q_{i}\left(\left[\alpha E_{i, x}|l|,+\infty\right) \mid x\right) .
$$

Thus,

$$
Q_{i}\left(\left[\alpha E_{i, x}|l|,+\infty\right) \mid x\right) \leq \frac{1}{\alpha} \leq \varepsilon_{0} .
$$

Denote

$$
\begin{gathered}
\varepsilon_{+}=Q_{i}\left(\left[\alpha E_{i, x}|l|+m,+\infty\right) \mid x\right), \\
\varepsilon_{-}=Q_{i}\left(\left(-\infty, \alpha E_{i, x}|l|-m\right] \mid x\right) .
\end{gathered}
$$

In these notations,

$$
\varepsilon_{+} \leq \varepsilon_{0}, \quad m \varepsilon_{+} \leq E_{i, x}|l| \quad \text { for each } m>0
$$

(indeed, $m \varepsilon_{+} \leq m \frac{E_{i, x}|l|}{\alpha E_{i, x}|l|+m} \leq E_{i, x}|l| \forall m>0$ ), and for each $m>\alpha E_{i, x}|l|$,

$$
\begin{aligned}
f\left(m, \alpha E_{i, x}|l|\right) & =\int y I_{\left\{-m+\alpha E_{i, x}|l| \leq y \leq m+\alpha E_{i, x}|l|\right\}} Q_{i}(d y \mid x) \\
& -\alpha E_{i, x}|l|\left(1-\varepsilon_{+}-\varepsilon_{-}\right)-m\left(\varepsilon_{-}-\varepsilon_{+}\right) \\
& \leq\left\{\begin{array}{r}
E_{i, x}|l|-\alpha E_{i, x}|l|+\alpha \varepsilon_{+} E_{i, x}|l|+\alpha \varepsilon_{-} E_{i, x}|l| \\
-\alpha \varepsilon_{-} E_{i, x}|l|+\alpha \varepsilon_{+} E_{i, x}|l| \\
2 E_{i, x}|l|-\alpha E_{i, x}|l|+2 \alpha \varepsilon_{+} E_{i, x}|l| \\
\text { if } \varepsilon_{-}<\varepsilon_{+},
\end{array}\right. \\
& =\left\{\begin{aligned}
E_{i, x}|l|\left(1+2 \alpha \varepsilon_{+}-\alpha\right) & \text { if } \varepsilon_{-} \geq \varepsilon_{+} \\
E_{i, x}|l|\left(2+2 \alpha \varepsilon_{+}-\alpha\right) & \text { if } \varepsilon_{-}<\varepsilon_{+}
\end{aligned}\right\} \leq 0 .
\end{aligned}
$$

Finally, we obtain the following: $\exists \alpha>2$,

$$
\begin{aligned}
& \beta_{i}(x, m) \leq \alpha E_{i, x}|l| \leq(\alpha+1) E_{i, x}|l| \quad \text { if } m>\alpha E_{i, x}|l|, \\
& \beta_{i}(x, m) \leq E_{i, x}|l|+m \leq(\alpha+1) E_{i, x}|l| \quad \text { if } m \leq \alpha E_{i, x}|l|,
\end{aligned}
$$

whence the desirable result follows with $C=1+\alpha$.

Remark 3.9. If we take $\varepsilon_{0}=\frac{1}{4}$, then we obtain $\alpha=4$ and hence $\left|\beta_{i}(x, m)\right| \leq 5 E_{i, x}|l|$.
Remark 3.10. $\left|\operatorname{med}_{i}(x)\right| \leq E_{i, x}|l|$.
Indeed, from the conditionally centering property of a random variable $l$, we have

$$
E_{i, x}|l|=2 E_{i, x} l^{+}, \quad l^{+}=\max (0, l)
$$

Hence

$$
E_{i, x} l^{+} \geq E_{i, x}\left(l^{+} I_{\left\{l \geq E_{i, x}|l|\right\}}\right) \geq 2 E_{i, x} l^{+} Q_{i}\left(\left[E_{i, x}|l|,+\infty\right) \mid x\right)
$$

and, therefore,

$$
Q_{i}\left(\left[E_{i, x}|l|,+\infty\right) \mid x\right) \leq \frac{1}{2}
$$

Remark 3.11. Inequality (3.31) holds for any conditionally centered random variable (not only for $l$ ).
(3) Suppose that $(\Delta m>0) \Rightarrow(\Delta \beta(m) \geq 0)$, where $\Delta$ denotes an increment.

Recall that in the neighborhood of the point $(m, \beta)$ such that $f(m, \beta)=0$, we have $f_{\beta}^{\prime}(m, \beta)<0$.
From the implicit function theorem we obtain

$$
\beta^{\prime}(m)=-\frac{\left.f_{m}^{\prime}(m, \beta+0)\right|_{\beta=\beta(m)}}{\left.f_{\beta}^{\prime}(m, \beta)\right|_{\beta=\beta(m)}} .
$$

Thus we obtain

$$
\begin{equation*}
\beta_{i}^{\prime}(x, m)=\frac{\int\left(I_{\left\{y-\beta_{i}(x, m)>m\right\}}-I_{\left\{y-\beta_{i}(x, m) \leq-m\right\}}\right) Q_{i}(d y \mid x)}{\int I_{\left\{-m<y-\beta_{i}(x, m) \leq m\right\}} Q_{i}(d y \mid x)} . \tag{3.33}
\end{equation*}
$$

Using Eq. (3.33), it is easy to verify that $\left|\beta_{i}^{\prime}(x, m)\right| \leq 1$.
The consideration of the case $(\Delta m>0) \Rightarrow(\Delta \beta(m)<0)$ is quite similar. In this case,

$$
\beta_{i}^{\prime}(x, m)=\frac{\int\left(I_{\left\{y-\beta_{i}(x, m) \geq m\right\}}-I_{\left\{y-\beta_{i}(x, m)<-m\right\}}\right) Q_{i}(d y \mid x)}{\int I_{\left\{-m \leq y-\beta_{i}(x, m)<m\right\}} Q_{i}(d y \mid x)} .
$$

Lemma 3.3. If $\gamma \in \Gamma$, then (i)

$$
\inf _{\psi \in \Psi_{n} \cap \Psi_{\gamma, n}} \int \psi^{2} d \mu_{n}=\int\left(\psi^{*}\right)^{2} d \mu_{n}
$$

where

$$
\begin{equation*}
\psi_{i}^{*}(z, m \mid x)=\left[l_{i}(z \mid x)-\beta_{i}(x, m)\right]_{-m}^{m}\left(\iint\left[y-\beta_{i}(x, m)\right]_{-m}^{m} y Q_{i}(d y \mid x) \nu(d i, d x)\right)^{-1} \tag{3.34}
\end{equation*}
$$

and if $\gamma>d^{-1}$, then $m$ is a solution of the equation

$$
\begin{equation*}
m\left(\iint\left[y-\beta_{i}(x, m)\right]_{-m}^{m} y Q_{i}(d y \mid x) \nu(d i, d x)\right)^{-1}=\gamma ; \tag{3.35}
\end{equation*}
$$

if $\gamma=d^{-1}$, then

$$
\psi_{i}^{*}(z, m \mid x)=d^{-1} \operatorname{sign}\left(l_{i}(z \mid x)-\operatorname{med}_{i}(x)\right) ;
$$

(ii) $\psi^{*}=\left(\psi_{i}^{*}(z, m \mid x)\right)_{1 \leq i \leq n}$ is $\mu_{n}$-a.s. unique.

Remark 3.12. It is obvious that

$$
\begin{gathered}
\iint\left[y-\beta_{i}(x, m)\right]_{-m}^{m} y Q_{i}(d y \mid x) \nu(d i, d x) \\
=\iint\left[\left|y-\beta_{i}(x, m)\right|\right]_{0}^{m}\left|y-\beta_{i}(x, m)\right| Q_{i}(d y \mid x) \nu(d i, d x) \geq 0
\end{gathered}
$$

and this relation is equal to zero iff a random variable $l_{i}(z \mid x)=\beta_{i}(x, m)\left(\mu_{n}\right.$-a.s. $)$. In this case, $\Psi_{n}=\varnothing$.
Proof. Note that if $m>0$, then

$$
\left|m^{-1}[y-\beta]_{-m}^{m} y\right|=\left|[y / m-\beta / m]_{-1}^{1} y\right| \leq|y|
$$

and by the Lebesgue theorem, the function

$$
F(m):=m^{-1} \iint\left[y-\beta_{i}(x, m)\right]_{-m}^{m} y Q_{i}(d y \mid x) \nu(d i, d x)
$$

is continuous and, moreover, $\lim _{m \rightarrow \infty} F(m)=0, \lim _{m \rightarrow 0} F(m)=d$. Thus, the equation $\gamma F(m)=1$ has a solution.

In what follows, for simplicity, we use the following notation:

$$
\begin{gathered}
I^{+}:=I^{+}(y, i, x)= \begin{cases}I_{\left\{y-\beta_{i}(x, m)>m\right\}} & \text { if }(\Delta m>0) \Rightarrow\left(\Delta \beta_{i}(m, x) \geq 0\right), \\
I_{\left\{y-\beta_{i}(x, m) \geq m\right\}} & \text { if }(\Delta m>0) \Rightarrow\left(\Delta \beta_{i}(m, x)<0\right),\end{cases} \\
I^{-}:=I^{-}(y, i, x)= \begin{cases}I_{\left\{y-\beta_{i}(x, m) \leq-m\right\}} & \text { if }(\Delta m>0) \Rightarrow\left(\Delta \beta_{i}(m, x) \geq 0\right), \\
I_{\left\{y-\beta_{i}(x, m)<-m\right\}} & \text { if }(\Delta m>0) \Rightarrow\left(\Delta \beta_{i}(m, x)<0\right), \\
I^{0}=1-I^{+}-I^{-} .\end{cases}
\end{gathered}
$$

If $\phi=\phi(y, i, x)$ is some real function, then

$$
\begin{align*}
\int \phi & :=\int \phi(y, i, x) Q_{i}(d y \mid x)  \tag{3.36}\\
\iint \phi=\int\left(\int \phi\right) & :=\int\left(\int \phi(y, i, x) Q_{i}(d y \mid x)\right) \nu(d i, d x)
\end{align*}
$$

We show that $F^{\prime}(m)<0$.
We rewrite $F(m)$ as

$$
F(m)=m^{-1} \iint[y-\beta(m)]_{-m}^{m}(y-\beta(m)) .
$$

Then, by virtue of statements (2) and (3) of Lemma 3.2, we have

$$
\begin{gathered}
F^{\prime}(m)=m^{-2}\left\{\int \int \left[(y-\beta(m)) I^{+}-m \beta^{\prime}(m) I^{+}-(y-\beta(m)) I^{-}\right.\right. \\
\left.\left.+m \beta^{\prime}(m) I^{-}-2 \beta^{\prime}(m)(y-\beta(m)) I^{0}\right]-\iint[y-\beta(m)]_{-m}^{m}(y-\beta(m))\right\} \\
=m^{-2}\left\{m \iint\left[(y-\beta(m)) I^{+}-(y-\beta(m)) I^{-}-\beta^{\prime}(m)(y-\beta(m)) I^{0}\right]\right. \\
\left.\quad-\iint[y-\beta(m)]_{-m}^{m}(y-\beta(m))\right\} .
\end{gathered}
$$

The last equality follows from the equality

$$
\begin{equation*}
m \int I^{+}-m \int I^{-}+\int(y-\beta(m)) I^{0}=0 \tag{3.37}
\end{equation*}
$$

Further,

$$
\begin{aligned}
F^{\prime}(m) & =m^{-2} \int\left[-m \beta^{\prime}(m) \int(y-\beta(m)) I^{0}-\int(y-\beta(m))^{2} I^{0}\right] \\
& =m^{-2} \int\left[-m \frac{\int I^{+}-\int I^{-}}{\int I^{0}} \int(y-\beta(m)) I^{0}-\int(y-\beta(m))^{2} I^{0}\right] \\
& =m^{-2} \int\left[\frac{\left(\int(y-\beta(m)) I^{0}\right)^{2}}{\int I^{0}}-\int(y-\beta(m))^{2} I^{0}\right]<0,
\end{aligned}
$$

by virtue of Eq. (3.37) and the Schwartz inequality.
Hence, in this case, Eq. (3.35) has a unique solution.
It is well known ([32]) that in this case and in the limit case as $m \rightarrow 0$, the optimal score function $\psi^{*}$ has the form given by (3.34).

Proof of Theorem 3.3. From Lemmas 3.1 and 3.3 we have

$$
\inf _{\psi \in \Psi_{n}^{0}} \sup _{H \in \mathcal{H}_{R}^{n}} D_{n}(\psi, H)=\inf _{\gamma \in \Gamma}\left(R^{2} \gamma^{2}+\inf _{m: m \geq 0, \frac{m}{v(m)} \leq \gamma} \frac{u(m)}{v(m)}\right)=\inf _{m \geq 0} \Phi(m)
$$

where $\Phi(m)=\left(R^{2} m^{2}+u(m)\right) v^{-2}(m)$,

$$
\begin{align*}
& u(m)=\iint\left([y-\beta(m)]_{-m}^{m}\right)^{2},  \tag{3.38}\\
& v(m)=\iint[y-\beta(m)]_{-m}^{m} y \tag{3.39}
\end{align*}
$$

(for the notation see (3.36)).
Consider the behavior of the function $\Phi(m)$. From Lemma 3.2 it immediately follows that there exists $\Phi^{\prime}(m)$ and $\Phi^{\prime}(m)=2 v^{-3}(m) p(m) q(m)$, where

$$
\begin{gather*}
p(m)=m\left(R^{2}-\varphi(m)\right)  \tag{3.40}\\
\varphi(m)=m^{-2}[v(m)-u(m)]  \tag{3.41}\\
q(m)=\iint(y-\beta(m))\left(y-\beta(m)+m \beta^{\prime}(m)\right) I^{0} .
\end{gather*}
$$

It is easy to verify that

$$
\varphi(m) \geq 0, \quad \varphi(m) \rightarrow_{0}^{\infty} \quad \text { as } \quad m \rightarrow_{\infty}^{0}
$$

We show that

$$
\begin{equation*}
\varphi^{\prime}(m)<0 \tag{3.42}
\end{equation*}
$$

Indeed, we have

$$
\varphi^{\prime}(m)=-m^{-2} \iint\left(I^{+}-I^{-}-\beta^{\prime}(m) I^{0}\right)(y-\beta(m))
$$

and

$$
\iint\left(I^{+}-I^{-}-\beta^{\prime}(m) I^{0}\right)(y-\beta(m))>m>0 .
$$

Thus, there exists a unique point $m^{*}$ such that $R^{2}-\varphi\left(m^{*}\right)=0$.
Consider the function $q(m)$. It is easy to verify that $q(m)>0$ for each $m$, as immediately follows from the assumption that $Q_{i}(\cdot \mid x)$ has a unique median and the definition of $I^{0}$.

Hence there exists a unique minimum point $m^{*}$ of the function $\Phi(m)$ given by Eq. (3.28).
Finally, the optimal $\psi^{*}$ has the form (3.27) and is unique (up to a constant factor).
3.2.3. Approximation by a fixed-step solution. Let for each $n \geq 1$ the system $Q^{n}=\left(Q_{i}^{n}(\cdot \mid x)\right)_{1 \leq i \leq n}$ of regular conditional distributions on $\left(\mathbb{R}_{d}, \mathcal{B}\left(\mathbb{R}_{d}\right)\right), d=1,2$, be given. Further, let $\left(\mathcal{M}_{d}, \mathcal{B}\left(\mathcal{M}_{d}\right)\right)$ be a measure space of probability measures on $\left(\mathbb{R}_{d}, \mathcal{B}\left(\mathbb{R}_{d}\right)\right)$, where $\mathcal{B}\left(\mathcal{M}_{d}\right)$ is a Borel $\sigma$-algebra generated by the open sets with respect to the Prokhorov metric. Define

$$
\mathcal{L}^{n, Q}(\cdot)=\int I_{\left\{Q_{i}^{n}(\cdot \mid x) \in \cdot\right\}} \nu_{n}(d i, d x)
$$

Definition. The sequence $\left\{Q^{n}\right\}_{n \geq 1}$ is said to be generalized weakly convergent to the random element (r.e.) $Q$ (this is denoted by $Q^{n} \Rightarrow Q$ ), if

$$
\mathcal{L}^{n, Q} \xrightarrow{w} \mathcal{L}^{Q} \quad \text { as } \quad n \rightarrow \infty
$$

where $\mathcal{L}^{Q}$ is the distribution of the random element $Q$.
In other words, $Q^{n} \Rightarrow Q$ means that

$$
\int F\left(Q_{i}^{n}(\cdot \mid x)\right) \nu_{n}(d i, d x)=\int F(\nu) \mathcal{L}^{n, Q}(d \nu) \rightarrow \int F(\nu) \mathcal{L}^{Q}(d \nu) \text { as } n \rightarrow \infty
$$

for each continuous bounded functional $F: \mathcal{M}_{d} \rightarrow \mathbb{R}_{1}$.
Note that if

$$
\bar{Q}^{n}(\cdot):=\int Q_{i}^{n}(\cdot \mid x) \nu_{n}(d i, d x)=\int \nu(\cdot) \mathcal{L}^{n, Q}(d \nu)
$$

and

$$
\bar{Q}(\cdot)=\int \nu(\cdot) \mathcal{L}^{Q}(\nu)
$$

then

$$
\left(Q^{n} \Rightarrow Q\right) \Rightarrow\left(\bar{Q}^{n} \xrightarrow{w} \bar{Q}\right) .
$$

Indeed, it is sufficient to take

$$
F(\nu)=\int f(y) \nu(d y)
$$

for $f \in C_{b}$ (the class of continuous bounded functions).
We fix the parameter $\theta$ and omit it.
Let $\Psi^{0}$ be the class of sequences $\psi=\left\{\psi^{n}\right\}_{n \geq 1}$ with $\psi^{n} \in \Psi_{n}^{0}$ for each $n \geq 1$ (see (3.24)).
For every $A \subset \Psi^{0}$, we introduce the set

$$
\begin{gathered}
\mathcal{H}(A)=\left\{\left\{H^{n}\right\}_{n \geq 1} \in \mathcal{H}_{\text {seq }}: \sup _{n} \int\left(H^{n}\right)^{2} d \mu_{n}<\infty\right. \\
\left.\int \psi^{n} H^{n} d \mu_{n} \rightarrow, \forall \psi \in A\right\}
\end{gathered}
$$

The symbol " $a_{n} \rightarrow$ " means that the sequence $\left\{a_{n}\right\}_{n \geq 1}$ has a finite limit.
Everywhere below we use the following abbreviations.
If $\left\{Q^{n, \psi}\right\}$ or $\left\{Q^{n, \psi_{1}, \psi_{2}}\right\}$ generalized weakly converges to some random element, we write, for definiteness,

$$
Q^{n, \psi} \Rightarrow Q^{\psi}, \quad Q^{n, \psi_{1}, \psi_{2}} \Rightarrow Q^{\psi_{1}, \psi_{2}}
$$

Analogously, we write

$$
\bar{Q}^{n, \psi} \xrightarrow{w} \bar{Q}^{\psi}, \quad \bar{Q}^{n, \psi_{1}, \psi_{2}} \xrightarrow{w} \bar{Q}^{\psi_{1}, \psi_{2}} .
$$

Finally, we denote

$$
\mathcal{L}^{n, Q^{\psi}}:=\mathcal{L}^{n, \psi}, \quad \mathcal{L}^{Q^{\psi}}:=\mathcal{L}^{\psi}
$$

Now we introduce the classes $\Psi$ and $\mathcal{H}_{\Psi}$. Denote

$$
\begin{aligned}
Q_{i}^{n, \psi}(\cdot \mid x) & =\int I_{\left\{z: \psi_{i}(z \mid x) \in \cdot\right\}} f_{i}^{n}(z \mid x) P_{i}^{n}(d z \mid x), \\
Q_{i}^{n, \psi^{1}, \psi^{2}}(\cdot \mid x) & =\int I_{\left\{z:\left(\psi_{i}^{1, n}(z \mid x), \psi_{i}^{2, n}(z \mid x)\right) \in \cdot\right\}} f_{i}^{n}(z \mid x) P_{i}^{n}(d z \mid x) .
\end{aligned}
$$

Let $\Psi$ be a subset of $\Psi^{0}$ with the following properties:
(1) the sequence $\left\{\left(\psi^{n}\right)^{2}\right\}_{n \geq 1}$ is uniformly integrable with respect to a sequence of measures $\left\{\mu_{n}\right\}_{n \geq 1}$;
(2) $\left(\psi^{1}, \psi^{2} \in \Psi\right) \Rightarrow\left(\psi^{1} \in \Phi^{\psi^{2}}\right)$, where $\Phi^{\psi^{2}}=\left\{\psi \in \Psi^{0}: Q^{n, \psi^{2}, \psi} \Rightarrow Q^{\psi^{2}, \psi}\right\}$;
(3) $l=\left\{l^{n}\right\}_{n \geq 1} \in \Psi$;
(4) if $Q^{n, \psi} \Rightarrow Q$, then

$$
\mathcal{L}^{Q}\left\{\nu: \nu \text { has a unique median, } \int y \nu(d y)=0\right\}=1
$$

(5) $\left(\tilde{\psi} \in \bigcap_{\psi \in \Psi} \Phi^{\psi}\right) \Rightarrow(\widetilde{\psi} \in \Psi)$.

Further, we suppose that

$$
\mathcal{L}^{l}\{\nu: \nu \text { is nondegenerate, } \nu(\{\operatorname{med}\})=0\}=1 .
$$

Finally, define $\mathcal{H}_{\Psi}=\mathcal{H}(\Psi)$.
Remark 3.13. Show, for example, that the set

$$
C=\{\nu: \nu \text { has a unique median }\}
$$

is measurable. Indeed, the functions

$$
a(\nu)=\inf \{a: \nu(-\infty, a] \geq 1 / 2\}, \quad b(\nu)=\sup \{b: \nu[b, \infty) \geq 1 / 2\}
$$

are measurable and $C=\{\nu: a(\nu)=b(\nu)\}$.
Remark 3.14. If $Q_{i}^{n, l}(\cdot \mid x)$ is symmetric with respect to zero, then $\beta\left(Q_{i}^{n, l}(\cdot \mid x), m\right)=0$. In this case, in the definition of the class $\Psi$, the property $Q^{n, \psi^{2}, \psi} \Rightarrow Q^{\psi^{2}, \psi}$ can be replaced by

$$
\bar{Q}^{n, \psi^{2}, \psi} \xrightarrow{w} \bar{Q}^{\psi^{2}, \psi}
$$

A similar remark is valid for property (4) as well.
Theorem 3.4. Let, for each $n \geq 1, \psi^{*, n}$ be a score function, constructed in Theorem 3.3. Then the sequence $\psi^{*}=\left\{\psi^{*, n}\right\}_{n \geq 1}$ is $\left(\Psi, \mathcal{H}_{\Psi}\right)$-optimal.
Proof. We prove some lemmas.
Lemma 3.4. The sequence $\widetilde{\psi}:=\left\{\left[l^{n}-\beta^{n}\right]_{-m}^{m}\right\}_{n \geq 1} \in \Psi$.
Proof. First, we prove that $\widetilde{\psi} \in \bigcap_{\psi \in \Psi} \Phi^{\psi}$. It is easy to verify that if $\nu^{n}$ and $\nu$ are some measures on $\left(\mathbb{R}_{2}, \mathcal{B}\left(\mathbb{R}_{2}\right)\right)$ such that $\nu^{n} \xrightarrow{w} \nu$ and the first marginal $\nu_{1}$ of $\nu$ has a unique median, then $\beta\left(\nu^{n}\right) \rightarrow \beta(\nu)$ as $n \rightarrow \infty$, where the functional $\beta(\cdot)$ is defined as a solution of the equation

$$
\begin{equation*}
\int[u-\beta]_{-m}^{m} \nu(d u, d v)=0 \tag{3.43}
\end{equation*}
$$

Indeed, $\beta(\nu)=\beta\left(\nu_{1}\right)$, where $\beta\left(\nu_{1}\right)$ is the unique solution of Eq. (3.43) with $\nu_{1}$ instead of $\nu$. If now

$$
\underline{\beta}=\varliminf_{n \rightarrow \infty} \beta\left(\nu^{n}\right), \quad \bar{\beta}=\varlimsup_{n \rightarrow \infty} \beta\left(\nu^{n}\right),
$$

then there exist subsequences, say $\left\{n^{\prime}\right\}$ and $\left\{n^{\prime \prime}\right\}$, such that

$$
\beta\left(\nu^{n^{\prime}}\right) \rightarrow \underline{\beta}, \quad \beta\left(\nu^{n^{\prime \prime}}\right) \rightarrow \bar{\beta} .
$$

Now, if we pass to the limit as $n^{\prime} \rightarrow \infty$ (or $n^{\prime \prime} \rightarrow \infty$ ) in Eq. (3.43), where we substitute $\nu^{n^{\prime}}$ (or $\nu^{n^{\prime \prime}}$ ) for $\nu$, then from the uniqueness of the solution of Eq. (3.43) we obtain $\underline{\beta}=\bar{\beta}=\beta\left(\nu_{1}\right)=\beta(\nu)$.

Introduce the mapping $h: \nu \rightarrow h(\nu)$ by the relation

$$
h(\nu)(\cdot)=\int I_{\left\{\left([u-\beta(\nu)]_{-m}^{m}, v \in \cdot\right\}\right.} \nu(d u, d v),
$$

and show that the mapping $h$ is continuous (with respect to a weak convergence) at the point $\nu$, with marginal $\nu_{1}$, having a unique median. This immediately follows from the continuity of the functional $\beta(\cdot)$.

Indeed, for each continuous bounded function $f$ on $\mathbb{R}_{2}$ we have

$$
\begin{aligned}
& \int f(u, v) h\left(\nu^{n}\right)(d u, d v)=\int f\left(\left[u-\beta\left(\nu^{n}\right)\right]_{-m}^{m}, v\right) \nu^{n}(d u, d v) \\
& \rightarrow \int f\left([u-\beta(\nu)]_{-m}^{m}, v\right) \nu(d u, d v)=\int f(u, v) h(\nu)(d u, d v)
\end{aligned}
$$

Let $\psi \in \Psi$. Obviously,

$$
\beta^{n}=\left(\beta\left(Q_{i}^{n, l}(\cdot \mid x), m\right)\right)_{1 \leq i \leq n}=\left(\beta\left(Q_{i}^{n, l, \psi}(\cdot \mid x), m\right)_{1 \leq i \leq n}\right.
$$

and $Q^{n, \widetilde{\psi}, \psi}=h\left(Q^{n, l, \psi}\right)$. Now the convergence

$$
Q^{n, \widetilde{\psi}, \psi} \Rightarrow Q^{\widetilde{\psi}, \psi}
$$

follows from the convergence

$$
Q^{n, l, \psi} \Rightarrow Q^{l, \psi}
$$

Indeed, for any bounded continuous functional $F$ on $\mathcal{M}_{2}$, the superposition $F(h)$ has the same properties.
It remains to verify property (4) from the definition of the class $\Psi$. For each $F \in C_{b}\left(\mathcal{M}_{1}\right)$, we have

$$
\begin{equation*}
\int F\left(Q_{i}^{n, \tilde{\psi}}(\cdot \mid x)\right) \nu_{n}(d i, d x)=\int F\left(\widetilde{h}\left(Q_{i}^{n, l}(\cdot \mid x)\right)\right) \nu_{n}(d i, d x), \tag{3.44}
\end{equation*}
$$

where the mapping $\widetilde{h}: \nu \rightarrow \widetilde{h}(\nu), \nu \in \mathcal{M}_{1}$, given by

$$
\widetilde{h}(\nu)(\cdot)=\int I_{\left\{[y-\beta(\nu)]_{-m}^{m} \in \cdot\right\}} \nu(d y)
$$

is continuous. Note, in addition, that if $\nu$ has a unique median or if $\int y \nu(d y)=0$, then $\widetilde{h}(\nu)$ has the same property. Now we have

$$
\begin{gathered}
\int F\left(Q_{i}^{n, \widetilde{\psi}}(\cdot \mid x)\right) \nu_{n}(d i, d x)=\int F(v) \mathcal{L}^{n, \tilde{\psi}}(d v) \\
=\int F(\widetilde{h}(\nu)) \mathcal{L}^{n, l}(d \nu) \rightarrow \int F(\widetilde{h}(v)) \mathcal{L}^{1}(d v)=\int F(\nu) \mathcal{L}^{\widetilde{\psi}}(d \nu),
\end{gathered}
$$

where $\mathcal{L}^{\tilde{\psi}}=\mathcal{L}\left\{\widetilde{h} \mid \mathcal{L}^{1}\right\}$. Hence

$$
\mathcal{L}^{\widetilde{\psi}}\left\{\nu: \nu \text { has a unique median, } \int y \nu(d y)=0\right\}=1
$$

since $l \in \Psi$ and, therefore, $\mathcal{L}^{1}$ has the latter property.
Corollary 3.2. If $m_{n} \rightarrow m>0$, then $\psi=\left\{\left[l^{n}-\beta^{n}\right]_{-m_{n}}^{m_{n}}\right\}_{n \geq 1} \in \Psi$.
Proof. It is sufficient to note that the function $\beta=\beta(\nu, m)$ is continuous in both arguments.
Lemma 3.5. The sequence $\psi^{*}=\left\{\psi^{*, n}\right\}_{n \geq 1} \in \Psi$ (see (3.27)).

Proof. It is sufficient to show that $m_{n}^{*} \rightarrow m^{*}>0$. From Eq. (3.28) we have

$$
1=\frac{R^{2}\left(m_{n}^{*}\right)^{2}+u\left(m_{n}^{*}\right)}{v\left(m_{n}^{*}\right)} \geq \frac{R^{2}\left(m_{n}^{*}\right)^{2}}{v\left(m_{n}^{*}\right)}
$$

(the functions $u(m)$ and $v(m)$ are defined in (3.38) and (3.39)).
Hence

$$
\left(m_{n}^{*}\right)^{2} \leq \frac{v\left(m_{n}^{*}\right)}{R^{2}} \leq \frac{\int x^{2} \bar{Q}^{n, l}(d x)}{R^{2}} \rightarrow \frac{\int x^{2} \bar{Q}^{l}(d x)}{R^{2}}<\infty
$$

Therefore, the sequence $\left\{m_{n}^{*}\right\}$ is bounded. Denote $m_{1}=\liminf _{n \rightarrow \infty} m_{n}^{*}, m_{2}=\limsup _{n \rightarrow \infty} m_{n}^{*}$, and let $\left\{n^{\prime}\right\}$ and $\left\{n^{\prime \prime}\right\}$ be subsequences such that $m_{n^{\prime}}^{*} \rightarrow m_{1}$ and $m_{n^{\prime \prime}}^{*} \rightarrow m_{2}$. Rewrite Eq. (3.28) as follows:

$$
\begin{equation*}
R^{2}\left(m_{n}^{*}\right)^{2}=\iint F\left(m_{n}^{*}, y, z\right) \bar{Q}^{n, l, \beta}(d y, d z) \tag{3.45}
\end{equation*}
$$

where

$$
F(m, y, z)=[y-z]_{-m}^{m} y-\left([y-z]_{-m}^{m}\right)^{2} .
$$

It is easy to see that in Eq. (3.45) we may pass to the limit as $n \rightarrow \infty$. Indeed, it is sufficient to show that

$$
\begin{equation*}
Q^{n, l, \beta} \Rightarrow Q^{l, \beta} \tag{3.46}
\end{equation*}
$$

For each continuous bounded functional $F$ on $\mathcal{M}_{2}$, we have

$$
\int F(\nu) \mathcal{L}^{n, l, \beta}(d \nu)=\int F(h(\nu)) \mathcal{L}^{n, l}(d \nu) \rightarrow \int F(h(\nu)) \mathcal{L}^{1}(d \nu)=\int F(\nu) \mathcal{L}^{1, \beta}(d \nu)
$$

where the mapping $h: \mathcal{M}_{1} \rightarrow \mathcal{M}_{2}$ is given by the relation

$$
h(\nu)(d u, d v)=\delta_{\beta(\nu)}(d u) \nu(d v),
$$

where $\delta_{\{a\}}$ is the Dirac measure at the point $a$, and hence $\mathcal{L}^{l, \beta}=\mathcal{L}\left(h \mid \mathcal{L}^{l}\right)$. Note that the mapping $h$ is $\mathcal{L}^{l}$-a.s. continuous. Thus relation (3.46) is proved.

Passing to the limit in Eq. (3.45) first as $n^{\prime} \rightarrow \infty$ and then as $n^{\prime \prime} \rightarrow \infty$, we find that $m_{1}$ and $m_{2}$ are solutions of the equation

$$
\begin{equation*}
R^{2} m^{2}=\iint F(m, y, z) \bar{Q}^{l, \beta}(d y, d z) \tag{3.47}
\end{equation*}
$$

But this equation has a unique solution. Hence, $m_{1}=m_{2}$.
In the sequel, we need the following sets:

$$
\begin{gathered}
O_{R}^{n}=\left\{H^{n} \in L_{2}\left(\mu_{n}\right): H_{i}^{n}(z \mid x) \geq 0\left(\mu_{n} \text {-a.s. }\right), \quad \int H^{n} d \mu_{n} \leq R\right\}, \\
\overline{\mathcal{H}}_{\Psi}=\left\{\left\{\bar{H}^{n}\right\}_{n \geq 1}: \bar{H}^{n} \in O_{R}^{n} \forall n \geq 1, \quad\left\{H^{n}\right\}_{n \geq 1} \in \mathcal{H}_{\Psi}\right\},
\end{gathered}
$$

where

$$
\begin{equation*}
H_{i}^{n}(z \mid x)=\bar{H}_{i}^{n}(z \mid x)-\int \bar{H}_{i}^{n}(z \mid x) f_{i}^{n}(z \mid x) P_{i}^{n}(d z \mid x) . \tag{3.48}
\end{equation*}
$$

It is easy to see that there exists a one-to-one correspondence between $\mathcal{H}_{\Psi}$ and $\overline{\mathcal{H}}_{\Psi}$ : for each $H \in \mathcal{H}_{\Psi}$, there exists $\bar{H} \in \overline{\mathcal{H}}_{\Psi}$ such that $D(\psi, H)=D(\psi, \bar{H})$ for each $\psi \in \Psi$, and vice versa. We write $H \sim \bar{H}$.

Consider the sequences $\psi=\left\{\psi^{n}\right\}_{n \geq 1}$ for which $\sup _{H \in \mathcal{H}_{\Psi}} D(\psi, H)<\infty$. We call such $\psi$ admissible.

Lemma 3.6. The sequence $\psi \in \Psi$ is admissible iff there exists a constant $c>0$ such that

$$
\int I_{\{|y|>c\}} \bar{Q}^{\psi}(d y)=0
$$

where

$$
\bar{Q}^{n, \psi} \xrightarrow{w} \bar{Q}^{\psi}
$$

Proof. Assume that for each $c>0$,

$$
\lim _{n \rightarrow \infty} \int I_{\left\{\psi_{i}^{n}(z \mid x)>c\right\}} \mu_{n}(d z, d i, d x)=\int I_{\{y>c\}} \bar{Q}^{\psi}(d y)>0
$$

Consider the function

$$
H^{n, c}=\left(H_{i}^{n, c}(z \mid x)\right)_{1 \leq i \leq n}:=\left(R I_{\left\{\psi_{i}^{n}(z \mid x)>c\right\}}\left(\int I_{\left\{\psi_{i}^{n}(z \mid x)>c\right\}} d \mu^{n}\right)^{-1}\right)_{1 \leq i \leq n}
$$

It will be proved in Lemma 3.9 that $H^{c}=\left\{H^{n, c}\right\}_{n \geq 1} \in \bar{H}_{\Psi}$. Now we have

$$
D\left(\psi, H^{c}\right) \geq \lim _{n \rightarrow \infty}\left[c^{2} R^{2}\left(\int I_{\left\{\psi^{n}>c\right\}} d \mu_{n}\right)^{-1}+\int\left(\psi^{n}\right)^{2} d \mu_{n}\right]\left[\int \psi^{n} l^{n} d \mu_{n}\right]^{-2}
$$

and the last expression tends to $+\infty$ as $c \rightarrow \infty$.
Let $\psi \in \Psi$ be admissible and denote

$$
\eta:=\underset{\bar{Q}^{\psi}(d y)}{\operatorname{ess} \sup }|y| .
$$

It follows from Lemma 3.6 that $\eta<\infty$. Connect with $\psi$ the sequence $\widetilde{\psi}$,

$$
\widetilde{\psi}=\left\{\widetilde{\psi}^{n}\right\}_{n \geq 1}=\left\{\left[\psi^{n}-\beta^{n}\right]_{-\eta}^{\eta}\right\}_{n \geq 1}
$$

where $\beta^{n}=\left(\beta\left(Q_{i}^{n, \psi}(\cdot \mid x), \eta\right)\right)_{i \leq n}$.
Lemma 3.7. $\tilde{\psi} \in \Psi, \widetilde{\psi}$ is admissible, and $\psi \sim \tilde{\psi}$, i.e.,

$$
D(\widetilde{\psi}, H)=D(\psi, H) \quad \forall H \in \mathcal{H}_{\Psi}
$$

Proof. It is sufficient to prove the last relation. We show, e.g., that

$$
\left(\int \psi^{n} H^{n} d \mu_{n}\right)^{2}-\left(\int \widetilde{\psi}^{n} H^{n} d \mu_{n}\right)^{2} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

(see (3.19) and (3.20)).
We have

$$
\begin{gather*}
\varlimsup_{n \rightarrow \infty}\left|\left(\int \psi^{n} H^{n} d \mu_{n}\right)^{2}-\left(\int \widetilde{\psi}^{n} H^{n} d \mu_{n}\right)^{2}\right| \leq \varlimsup_{n \rightarrow \infty}\left|\int\left(\psi^{n}+\widetilde{\psi}^{n}\right) H^{n} d \mu_{n}\right| \\
\times\left|\int\left\{\left(\psi^{n}-\left[\psi^{n}\right]_{-\eta}^{\eta}\right)+\left(\left[\psi^{n}\right]_{-\eta}^{\eta}-\left[\psi^{n}-\beta^{n}\right]_{-\eta}^{\eta}\right)\right\} H^{n} d \mu_{n}\right| \tag{3.49}
\end{gather*}
$$

From the simple inequality $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$, the Schwartz inequality, and the definitions of $\Psi$ and $\mathcal{H}_{\Psi}$, we have

$$
\left(\int\left(\psi^{n}+\widetilde{\psi}^{n}\right) H^{n} d \mu_{n}\right)^{2} \leq \text { const. }
$$

Hence, the right-hand side of inequality (3.49)

$$
\begin{gathered}
\leq \text { const } \varlimsup_{n \rightarrow \infty}\left[\left(\int\left(\psi^{n}-\left[\psi^{n}\right]_{-\eta}^{\eta}\right)^{2}\right)^{1 / 2}\right. \\
\left.+\left(\int\left(\left[\psi^{n}\right]_{-\eta}^{\eta}-\left[\psi^{n}-\beta^{n}\right]_{-\eta}^{\eta}\right)^{2} d \mu_{n}\right)^{1 / 2}\right]:=\text { const } \varlimsup_{n \rightarrow \infty}\left(I_{1}^{n}+I_{2}^{n}\right) .
\end{gathered}
$$

From the uniform integrability of $\left\{\left(\psi^{n}\right)^{2}\right\}_{n \geq 1}$ and the definition of $\eta$ it immediately follows that $I_{1}^{n} \rightarrow 0$ as $n \rightarrow \infty$. Indeed,

$$
\begin{aligned}
\left(I_{1}^{n}\right)^{2} & =\int\left(y-[y]_{-\eta}^{\eta}\right)^{2} \bar{Q}^{n, \psi}(d y) \rightarrow \int\left(y-[y]_{-\eta}^{\eta}\right)^{2} \bar{Q}^{\psi}(d y) \\
& =\iint\left(y-[y]_{-\eta}^{\eta}\right)^{2} \nu(d y) \mathcal{L}^{\psi}(d \nu)=0,
\end{aligned}
$$

since

$$
\mathcal{L}^{\psi}\left\{\nu: \nu\left([-\eta, \eta]^{c}\right)=0\right\}=1,
$$

where $A^{c}$ denotes the complement of the set $A$.
In fact,

$$
0=\bar{Q}^{\psi}\left([-\eta, \eta]^{c}\right)=\int \nu\left([-\eta, \eta]^{c}\right) \mathcal{L}^{\psi}(d \nu) .
$$

Further,

$$
\begin{aligned}
& \left(I_{2}^{n}\right)^{2}=\iint\left([y]_{-\eta}^{\delta}-[y-z]_{-\eta}^{\eta}\right)^{2} \bar{Q}^{n, \psi, \beta}(d y, d z) \\
& \rightarrow \iint\left([y]_{-\eta}^{\eta}-[y-\beta(\nu)]_{-\eta}^{\eta}\right)^{2} \nu(d y) \mathcal{L}^{\psi}(d \nu)=0
\end{aligned}
$$

since

$$
\begin{aligned}
\mathcal{L}^{\psi} & \{\nu: \beta(\nu)=0\}=\mathcal{L}^{\psi}\{\nu: \beta(\nu)=0, \nu([-\eta, \eta])=1\} \\
& =\mathcal{L}^{\psi}\left\{\nu: \int[y]_{-\eta}^{\eta} \nu(d y)=0, \nu([-\eta, \eta])=1\right\} \\
& =\mathcal{L}^{\psi}\left\{\nu: \int y \nu(d y)=0, \nu([-\eta, \eta])=1\right\}=\mathcal{L}^{\psi}\left\{\nu: \int y \nu(d y)=0\right\}=1,
\end{aligned}
$$

thanks to property (4) of the definition of the class $\Psi$.
Lemma 3.8. If $\psi \in \Psi$ and $\bar{Q}^{\psi}(\{y\})=0$, then $\psi^{1}:=I_{\{\psi>y\}} \in \bar{H}_{\Psi}$.
Proof. For any $\psi^{0} \in \Psi$, we have

$$
\int \psi_{i}^{n, 0}(z \mid x) \psi_{i}^{n, 1}(z \mid x) \mu_{n}(d z, d i, d x)=\int u I_{\{\nu>y\}} \bar{Q}^{n, \psi^{0}, \psi}(d u, d v) \rightarrow
$$

as follows from the uniform integrability of $\left\{\left(\psi^{n, 0}\right)^{2}\right\}_{n \geq 1}$ and the $\left(\bar{Q}^{\psi^{0}, \psi}\right.$-a.s.) continuity of the function $u I_{\{v>y\}}$.

Let $\psi \in \Psi$ and let $\widetilde{\psi}$ be connected with $\psi$.
Lemma 3.9. For $\forall \varepsilon>0$ there exists $\bar{H}^{\varepsilon}=\left\{\bar{H}^{n, \varepsilon}\right\}_{n \geq 1}$ such that:
(i) $\bar{H}^{\varepsilon} \in \overline{\mathcal{H}}_{\Psi}$;
(ii) $\varlimsup_{n \rightarrow \infty} \sup _{H \in O_{R}^{n}} D_{n}\left(\widetilde{\psi}^{n}, H\right)\left(D_{n}\left(\widetilde{\psi}^{n}, \bar{H}^{n, \varepsilon}\right)\right)^{-1} \leq 1+$ const $\cdot \varepsilon$.

Proof. Without loss of generality, we assume that

$$
\bar{Q}^{\widetilde{\psi}}(\{\eta(1-\varepsilon)\})=0
$$

and

$$
\bar{Q}^{\tilde{\psi}}((\eta(1-\varepsilon),+\infty))>0,
$$

where $\eta=\operatorname{ess} \sup |y|$. We set

$$
\bar{Q}^{\widetilde{\psi}}
$$

$$
\bar{H}^{n, \varepsilon}=R I_{\left\{\tilde{\psi}^{n}>\eta(1-\varepsilon)\right\}}\left(\int I_{\left\{\tilde{\psi}^{n}>\eta(1-\varepsilon)\right\}} d \mu_{n}\right)^{-1}:=R I_{A_{n}}\left(\int I_{A_{n}} d \mu_{n}\right)^{-1}
$$

where $A_{n}=\left\{(z, i, x): \widetilde{\psi}_{i}^{n}(z \mid x)>\eta(1-\varepsilon)\right\}$. Define $H^{n, \varepsilon}$ by formula (3.48). Then

$$
\begin{aligned}
\varlimsup_{n \rightarrow \infty} \int\left(H^{n, \varepsilon}\right)^{2} d \widehat{\mu}_{n} & =\varlimsup_{n \rightarrow \infty} R^{2} n^{-1} \sum_{i=1}^{n}\left[\int I_{A_{n}} f_{i}^{n}-\left(\int I_{A_{n}} f_{i}^{n}\right)^{2}\right]\left(\int I_{A_{n}} d \mu_{n}\right)^{-2} \\
& \leq \varlimsup_{n \rightarrow \infty} R^{2}\left(\int I_{A_{n}} d \mu_{n}\right)^{-2}<\infty
\end{aligned}
$$

since

$$
\lim _{n \rightarrow \infty} \int I_{A_{n}} d \mu_{n}=\int I_{\{y>\eta(1-\varepsilon)\}} \bar{Q}^{\tilde{\psi}}(d y)>0 .
$$

Now (i) follows from Lemma 3.8.
To prove (ii), it suffices to verify that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{\left|\int \widetilde{\psi}^{n} \bar{H}^{n, \varepsilon} d \mu_{n}\right|}{\sup _{H \in O_{R}^{n}}\left|\int \widetilde{\psi}^{n} H d \mu_{n}\right|} \geq 1-\varepsilon \tag{3.50}
\end{equation*}
$$

Indeed,

$$
\begin{gathered}
\sup _{H \in O_{R}^{n}} D_{n}\left(\widetilde{\psi}^{n}, H\right)=D_{n}\left(\widetilde{\psi}^{n}, \bar{H}^{n, \varepsilon}\right) \\
+\frac{R^{2}\left(\int \widetilde{\psi}^{n} \bar{H}^{n, \varepsilon} d \mu_{n}\right)}{\left(\int \widetilde{\psi}^{n} l^{n} d \mu_{n}\right)^{2}} \cdot\left(\frac{\sup _{H \in O_{R}^{n}}\left(\int \widetilde{\psi}^{n} H d \mu_{n}\right)^{2}}{\left(\int \widetilde{\psi}^{n} \bar{H}^{n, \varepsilon} d \mu_{n}\right)^{2}}-1\right),
\end{gathered}
$$

and (ii) follows from the definition of the classes $\Psi$ and $\mathcal{H}_{\Psi}$.
But the left-hand side of expression (3.50)

$$
\geq \lim _{n \rightarrow \infty}(\eta(1-\varepsilon))\left(\eta_{n}\right)^{-1}=(\eta(1-\varepsilon)) \eta^{-1}=1-\varepsilon,
$$

where $\eta_{n}=\operatorname{ess} \sup |y|$ and, obviously, $\eta_{n} \rightarrow \eta$.

$$
\bar{Q}^{n, \tilde{\psi}^{+}}
$$

Remark 3.15. The essential point in the proof is that the relation $\eta_{n} \rightarrow \eta$ holds for $\tilde{\psi}$, whereas, in general, it is not true for $\psi$.

Proof of Theorem 3.4. For each $\psi \in \Psi$ and $H \in \mathcal{H}_{\Psi}$, from the fixed-step optimization problem we have

$$
D_{n}\left(\psi^{*, n}, H^{n}\right) \leq \sup _{H \in \mathcal{H}_{R}^{n}} D_{n}\left(\psi^{n}, H\right)=\sup _{H \in O_{R}^{n}} D_{n}\left(\psi^{n}, H\right) .
$$

Let $\tilde{\psi}$ be connected with $\psi$. Then from item (ii) of Lemma 3.9 we obtain

$$
\varlimsup_{n \rightarrow \infty} \frac{D_{n}\left(\psi^{*, n}, H^{n}\right)}{D_{n}\left(\widetilde{\psi}^{n}, \bar{H}^{n, \varepsilon}\right)} \leq \varlimsup_{n \rightarrow \infty} \sup _{H \in O_{R}^{n}} \frac{D_{n}\left(\widetilde{\psi}^{n}, H\right)}{D_{n}\left(\widetilde{\psi}^{n}, \bar{H}^{n, \varepsilon}\right)} \leq 1+\operatorname{const} \cdot \varepsilon,
$$

and, therefore,

$$
D\left(\psi^{*}, H\right) \leq D\left(\widetilde{\psi}, \bar{H}^{\varepsilon}\right)(1+\text { const } \cdot \varepsilon) .
$$

It remains to note that $\widetilde{\psi} \sim \psi$ and $\bar{H}^{\varepsilon} \sim H^{\varepsilon}$.
We denote $\bar{\beta}^{n}=\beta\left(Q_{i}^{n}(\cdot \mid x), m^{*}\right)$, where $m^{*}$ is a solution of Eq. (3.47).
Corollary 3.3. The sequence

$$
\bar{\psi}^{*}=\left\{\bar{\psi}^{*, n}\right\}_{n \geq 1}:=\left\{\left[l^{n}-\bar{\beta}^{n}\right]_{-m^{*}}^{m^{*}}\right\}_{n \geq 1}
$$

is optimal.
Corollary 3.4. If there exists a CLAN estimator $T^{*}=T^{\psi^{*}}$, then it is $\left(\Psi, \mathcal{H}_{\Psi}\right)$-minimax.
The proofs of the corollaries are obvious and we omit them.

### 3.2.4. Special models.

I.1. Independent identically distributed (i.i.d.) observations. Let $f_{i}^{n}(z, \theta \mid x) \equiv f(z, \theta)$ be a density (with respect to the Lebesgue measure), $\lambda_{i}^{n}(x, \theta) \equiv R, h_{i}^{n}(z, \theta \mid x) \equiv h(z, \theta)$ be a density with $\int h^{2}(z, \theta) f(z, \theta) d z<\infty$, and $H_{i}^{n}(z, \theta \mid x) \equiv h(z, \theta)-1, l_{i}^{n}(z, \theta \mid x) \equiv l(z, \theta)=\frac{\partial}{\partial \theta} \ln f(z, \theta)$, $\psi_{i}^{n}(z, \theta \mid x) \equiv \psi(z, \theta)$ with

$$
\begin{gathered}
\int \psi(z, \theta) f(z, \theta) d z=0 \\
\int \psi^{2}(z, \theta) f(z, \theta) d z<\infty, \quad I^{n}(\theta) \equiv n I(\theta), \\
I(\theta)=\int l^{2}(z, \theta) f(z, \theta) d z<\infty .
\end{gathered}
$$

Then

$$
D(\psi, H ; \theta)=\frac{R^{2}\left(\int \psi(z, \theta) H(z, \theta) f(z, \theta) d z\right)^{2}+\int \psi^{2}(z, \theta) f(z, \theta) d z}{\left(\int \psi(z, \theta) l(z, \theta) f(z, \theta) d z\right)^{2}}
$$

$\psi^{*}(z, \theta)=\left[l(z, \theta)-\beta\left(\theta, m^{*}\right)\right]_{-m^{*}}^{m^{*}}$, where $\beta\left(\theta, m^{*}\right)$ is the solution of the equation

$$
\int[l(z, \theta)-\beta]_{-m^{*}}^{m^{*}} f(z, \theta) d z=0
$$

and $m^{*}$ satisfies the equation

$$
R^{2} m^{2}=\int\left\{[l(z, \theta)-\beta(\theta, m)]_{-m}^{m} l(z, \theta)-\left([l(z, \theta)-\beta(\theta, m)]_{-m}^{m}\right)^{2}\right\} f(z, \theta) d z .
$$

## I.2. Independent, nonidentically distributed observations. For $i \geq 1$, let

$$
X_{i}=\theta+\sigma_{i} \varepsilon_{i}, \quad X_{0}=0,
$$

where $\theta \in \mathbb{R}_{1}$ is an unknown parameter, $\left\{\varepsilon_{i}\right\}_{i \geq 1}$ is an i.i.d. sequence of standard normal random variables (r.v.), and the sequence $\left\{\sigma_{i}\right\}_{i \geq 1}$ of numbers is such that $\sigma_{i}>0$ and for each $y \in \mathbb{R}_{1}$,

$$
\chi_{n}(y):=n^{-1} \sum_{i=1}^{n} I_{\left\{\sigma_{i}^{-2}<y\right\}} \rightarrow \chi(y) \quad \text { as } \quad n \rightarrow \infty .
$$

We note that

$$
l_{i}\left(X_{i}, \theta\right)=\left(X_{i}-\theta\right) / \sigma_{i}^{2} \sim \mathcal{N}\left(0, \sigma_{i}^{-2}\right) .
$$

Assume that the function $f(y)=y$ is uniformly integrable with respect to $\chi_{n}$. Then

$$
n^{-1} I_{n}(\theta)=n^{-1} \sum_{i=1}^{n} \sigma_{i}^{-2} \rightarrow \int y \chi(d y) .
$$

(a) Let the contamination model be

$$
Y_{i}^{n}=\theta+\sigma_{i} \varepsilon_{i}^{n}, \quad i \geq 1, \quad Y_{0}=0
$$

with

$$
\varepsilon_{i}^{n}=\left(1-Z_{i}^{n}\right) \varepsilon_{i}+Z_{i}^{n} W_{i}, \quad 1 \leq i \leq n, \quad n \geq 1,
$$

where $\left(\varepsilon_{i}, Z_{i}^{n}, W_{i}\right)_{1 \leq i \leq n}$ is the i.i.d. sequence of random vectors with mutually independent components,

$$
P\left(Z_{i}^{n}=1\right)=\lambda / n^{1 / 2}, \quad \lambda>0 \text { is a number, }
$$

the density of the r.v. $W_{i}$ is $h(z)$. Then for the density $f_{i}^{n, H}(z, \theta)$ of the r.v. $Y_{i}^{n}$ we have

$$
\begin{equation*}
f_{i}^{n, H}(z, \theta) / \phi\left(\theta, \sigma_{i}, z\right)=1+n^{-1 / 2} H_{i}(z, \theta), \tag{3.51}
\end{equation*}
$$

where

$$
H_{i}(z, \theta)=\lambda \cdot\left(\frac{h\left((z-\theta) / \sigma_{i}\right)}{\phi\left((z-\theta) / \sigma_{i}\right)}-1\right) .
$$

Here $\phi(a, b, \cdot)$ is the density of the function of the normal distribution $\mathcal{N}\left(a, b^{2}, \cdot\right)$ with parameters $(a, b)$, $\phi(u)=\phi(0,1, u)$. Consider the class $\Psi$ of all score functions of the form

$$
\psi_{i}(z, \theta)=\psi\left((z-\theta) / \sigma_{i}^{2}\right),
$$

where $\psi(u)$ is a continuous function,

$$
\begin{gathered}
|\psi(u)| \leq K|u|, \quad \int \psi\left(u / \sigma_{i}\right) \phi(u) d u=0 \\
\int \psi^{2}\left(u / \sigma_{i}\right) \phi(u) d u<\infty, \quad K>0 \text { is a constant. }
\end{gathered}
$$

Obviously, $\left(l_{i}\right)_{i \geq 1} \in \Psi$, where $l_{i}=\frac{\partial}{\partial \theta} \ln \phi\left(\frac{z-\theta}{\sigma_{i}^{2}}\right)$.
Let us show that all ergodicity conditions are satisfied. In particular,

$$
\begin{gather*}
\int(\psi)^{2} d \widehat{\mu}_{n}=n^{-1} \sum_{i=1}^{n} \int\left(\psi\left((z-\theta) / \sigma_{i}^{2}\right)\right)^{2} \phi\left(\theta, \sigma_{i}, z\right) d z \\
=\iint\left(\psi\left(u y^{1 / 2}\right)\right)^{2} \phi(u) d u \chi_{n}(d y) \rightarrow \iint\left(\psi\left(u y^{1 / 2}\right)\right)^{2} \phi(u) d u \chi(d y)=\Gamma^{\psi},  \tag{3.52}\\
\int \psi l d \widehat{\mu}_{n}=\iint \psi\left(u y^{1 / 2}\right) u y^{1 / 2} \phi(u) d u \chi_{n}(d y) \rightarrow \int \psi\left(u y^{1 / 2}\right) u y^{1 / 2} \phi(u) d u \chi(d y)=\gamma^{\psi} .
\end{gather*}
$$

Let

$$
\int(h(u) / \phi(u))^{2} \phi(u) d u<\infty
$$

Then

$$
H=\left\{\left(H_{i}(z, \theta)\right)_{1 \leq i \leq n}\right\}_{n \geq 1} \in \mathcal{H}_{\Psi}
$$

Obviously,

$$
\begin{equation*}
b_{n}^{\psi, H}=\iint \psi\left(u y^{1 / 2}\right) H(u) \phi(u) d u \chi_{n}(d y) \rightarrow \iint \psi\left(u y^{1 / 2}\right) H(u) \phi(u) d u \chi(d y)=\beta^{\psi, H} \tag{3.53}
\end{equation*}
$$

where

$$
H(u)=\lambda \cdot\left(\frac{h(u)}{\phi(u)}-1\right)
$$

From expressions (3.52) and (3.53) it is obvious that such a contamination is not full.
(b) Let the contamination model be as in (a), but $\left(Z_{i}^{n}\right)_{1 \leq i \leq n}$ and $\left(W_{i}\right)_{1 \leq i \leq n}$ be mutually independent sequences of independent nonidentically distributed r.v. with

$$
P\left(Z_{i}^{n}=1\right)=\lambda\left(\sigma_{i}^{-1}\right) / n^{1 / 2}
$$

and the density of the r.v. $W_{i}$ be $h_{i}(z)=h\left(z, \sigma_{i}^{-1}\right)$. Then $f_{i}^{n, H}$ has the form (3.51) with

$$
H_{i}(z, \theta)=\lambda\left(\sigma_{i}^{-1}\right)\left(\frac{h\left((z-\theta) / \sigma_{i}, \sigma_{i}^{-1}\right)}{\phi\left((z-\theta) / \sigma_{i}\right)}-1\right)
$$

Denote by $\Psi$ the set of all score functions of the form

$$
\psi_{i}(z, \theta)=\psi\left((z-\theta) / \sigma_{i}, \sigma_{i}^{-1}\right), \quad i \leq n
$$

where $\psi\left(u_{1}, u_{2}\right)$ is continuous, $\left|\psi\left(u_{1}, u_{2}\right)\right| \leq K\left|u_{1}\right|\left|u_{2}\right|$, and $K>0$ is a constant.
It is easy to verify that

$$
\bar{Q}^{n, \psi^{1}, \psi^{2}} \xrightarrow{w} \bar{Q}^{\psi^{1}, \psi^{2}} .
$$

Indeed,

$$
\begin{aligned}
\bar{Q}^{n, \psi^{1}, \psi^{2}}(\cdot) & =n^{-1} \sum_{i=1}^{n} \int I_{\left\{\left(\psi^{1}\left(u, \sigma_{i}^{-1}\right), \psi^{2}\left(u, \sigma_{i}^{-1}\right)\right) \in \cdot\right\}} \phi(u) d u \\
& =\iint I_{\left\{\left(\psi^{1}\left(u, y^{1 / 2}\right), \psi^{2}\left(u, y^{1 / 2}\right)\right) \in \cdot\right\}} d u \chi_{n}(d y)
\end{aligned}
$$

and for each $f \in C_{\mathbb{R}_{2}}^{b}$, we have

$$
\begin{aligned}
\iint f\left(z_{1}, z_{2}\right) \bar{Q}^{n, \psi^{1}, \psi^{2}}\left(d z^{1}, d z^{2}\right) & =\iint f\left(\psi^{1}\left(u, y^{1 / 2}\right), \psi^{2}\left(u, y^{1 / 2}\right)\right) \phi(u) d u \chi_{n}(d y) \\
& \rightarrow \iint f\left(\psi^{1}\left(u, y^{1 / 2}\right), \psi^{2}\left(u, y^{1 / 2}\right)\right) \phi(u) d u \chi(d y) \\
& =\iint f\left(z_{1}, z_{2}\right) \bar{Q}^{\psi^{1}, \psi^{2}}\left(d z_{1}, d z_{2}\right)
\end{aligned}
$$

A straightforward calculation shows that all ergodicity conditions are satisfied. Namely,

$$
\begin{aligned}
\Gamma^{\psi} & =\iint\left(\psi\left(u, y^{1 / 2}\right)\right)^{2} \phi(u) d u \chi(d y) \\
\gamma^{\psi} & =\iint\left(\psi\left(u, y^{1 / 2}\right)\right)^{2} u y^{1 / 2} \phi(u) d u \chi(d y)
\end{aligned}
$$

Assume that the functions $\lambda\left(u_{1}\right)$ and $h\left(u_{1}, u_{2}\right)$ are continuous and

$$
\begin{aligned}
& \left|\lambda\left(u_{1}\right)\right| \leq \lambda\left|u_{1}\right|, \quad\left|h\left(u, u_{1}\right)\right| \leq h(u)\left(1+\left|u_{1}\right|\right) \\
& \int h^{2}(u) / \phi(u) d u<\infty, \quad \lambda>0 \text { is a constant. }
\end{aligned}
$$

Then

$$
H=\left\{\left(H_{i}(z, \theta)_{i \leq n}\right)\right\}_{n \geq 1} \in \mathcal{H}_{\Psi}
$$

Indeed,

$$
\begin{aligned}
\int \psi H d \widehat{\mu}_{n} & =\iint \psi\left(u, y^{1 / 2}\right) \lambda\left(y^{1 / 2}\right) h\left(u, y^{1 / 2}\right) d u \chi_{n}(d y) \\
& \rightarrow \iint \psi\left(u, y^{1 / 2}\right) \lambda\left(y^{1 / 2}\right) h\left(u, y^{1 / 2}\right) d u \chi(d y)=\beta^{\psi, H}
\end{aligned}
$$

We have obtained the full contamination and, therefore, we can conclude that the optimal score function $\psi^{*}$ is

$$
\psi_{i}^{*}=\left[\left(X_{i}-\theta\right) /\left(\sigma_{i}^{2}\right)\right]_{-m^{*}}^{m^{*}}, \quad i \geq 1
$$

where $m^{*}$ is the solution of the equation

$$
R^{2} m^{2}=\iint\left(\left[u y^{1 / 2}\right]_{-m}^{m} u y^{1 / 2}-\left(\left[u y^{1 / 2}\right]_{-m}^{m}\right)^{2}\right) \phi(u) d u \chi(d y)
$$

If the distribution $\chi$ is unknown, then, by virtue of Theorem 3.4 , the optimal sequence is $\psi^{*}=$ $\left\{\left(\psi_{i}^{*, n}\right)_{1 \leq i \leq n}\right\}_{n \geq 1}$, where

$$
\psi_{i}^{*, n}=\left[\left(X_{i}-\theta\right) /\left(\sigma_{i}^{2}\right)\right]_{-m_{n}^{*}}^{m_{n}^{*}}, \quad 1 \leq i \leq n
$$

and $m_{n}^{*}$ is the solution of the above equation with $\chi_{n}$ instead of $\chi$. Note that $m_{n}^{*} \rightarrow m^{*}$ as $n \rightarrow \infty$.

## II. The Markov Chain

1. Stationary ergodic Markov chain. Let $Y_{1}, \ldots, Y_{k}, Y_{k+1}, \ldots, Y_{n}, k \geq 1, n \geq k$, be observations of a stationary homogeneous ergodic Markov chain defined by the initial density $f_{0}\left(y_{k}, \ldots, y_{1}, \theta\right)$ and the transition density $f\left(z, \theta \mid y_{i-1}, \ldots, y_{i-k}\right), i>k$, where $\theta \in \Theta \subset \mathbb{R}_{1}$ is an unknown parameter.

Denote $x_{0}=\left(y_{k}, \ldots, y_{1}\right), x_{i}=y_{k+i}, i \geq 1$, and let

$$
\begin{aligned}
& f_{0}^{n}\left(x_{0}, \theta\right)=f\left(x_{0}, \theta\right), \quad f_{1}^{n}(z, \theta \mid x)=f\left(z, \theta \mid x_{0}\right) \\
& f_{i}^{n}(z, \theta \mid x)=f\left(z, \theta \mid x_{i-1}, \ldots, x_{0}^{(i)}\right) \quad \text { if } 1 \leq i \leq k
\end{aligned}
$$

where $x_{0}^{(i)}=\left(y_{k}, \ldots, y_{i}\right)$ and $f_{i}(z, \theta \mid x)=f\left(z, \theta \mid x_{i-1}, \ldots, x_{i-k}\right), i>k$.
Further, let

$$
\Psi=\underset{q \geq k}{\cup} \Psi^{q}
$$

where $\Psi^{q}$ is the class of sequences $\psi=\left\{\left(\psi_{i}^{n}\right)_{i \leq n}\right\}_{n \geq 1}$ such that $\psi_{i}^{n}(z, \theta \mid x)=\psi\left(z, \theta \mid x_{i-1}, \ldots, x_{i-q}\right), i>q$, where $\psi$ satisfies the usual conditions of integrability. Note that

$$
l_{i}^{n} \equiv l_{i}(z, \theta \mid x)=l_{i}\left(z, \theta \mid x_{i-1}, \ldots, x_{i-k}\right), \quad i>k
$$

and, hence, $l \in \Psi^{k}$.
It is obvious that

$$
|\langle\psi, H\rangle| \leq R \sup |\psi|=\sup _{H \in \mathcal{H}^{q_{1}}}|\langle\psi, H\rangle|
$$

for each $\psi \in \Psi^{q_{1}}$ and $H \in \mathcal{H}^{q_{2}}, q_{1}, q_{2} \geq k$. Thus, we have

$$
\sup _{H \in \mathcal{H}}|\langle\psi, H\rangle|=R \sup |\psi|
$$

and

$$
\inf _{\psi \in \Psi} \sup _{H \in \mathcal{H}} D(\psi, H ; \theta)=\inf _{q \geq k} \inf _{\psi \in \Psi^{q}} \frac{\sup |\psi|^{2}+\|\psi\|^{2}}{(\langle\psi, l\rangle)^{2}}
$$

where the inner product and the norm are considered in $L^{2}\left(\mathbb{R}_{q}, \mu\right)$, where

$$
d \mu=f_{q+1}\left(x_{q+1}, \ldots, x_{1}\right) d x_{q+1} \ldots d x_{1}
$$

and $f_{q+1}$ is the $(q+1)$-length stationary density.
But the optimal score function $\psi^{*}$ for the standard optimization problem

$$
\frac{\sup |\psi|^{2}+\|\psi\|^{2}}{(\langle\psi, l\rangle)^{2}} \underset{\psi \in \Psi^{q}}{\Rightarrow} \min
$$

has the form

$$
\psi^{*}=\left[l-\beta^{*}\right]_{-m^{*}}^{m^{*}},
$$

where the pair $\left(\beta^{*}, m^{*}\right)$ is the solution of Eqs. (3.26), (3.28), which does not depend on the index $q$.
This result involves the case of the stationary ergodic $A R(k)$ model (see Künsch, [57]):

$$
Y_{i}=\sum_{l=1}^{k} \alpha_{l}(\theta) Y_{i-l}+\varepsilon_{i}, \quad i>k,
$$

where $\theta \in \mathbb{R}_{1}, \alpha_{l}(\theta), 1 \leq l \leq k$, is a known function, differentiable in $\theta$, and $\left\{\varepsilon_{i}\right\}_{i \geq 1}$ is the i.i.d. sequence with the density function $g(\cdot), g>0$.

In this case we have

$$
f_{i}\left(z ; \theta \mid x_{i-1}, \ldots, x_{i-k}\right)=g\left(z-\sum_{l=1}^{k} \alpha_{l}(\theta) x_{i-1}\right)
$$

for $i>k$ and

$$
l_{i}=-\lambda\left(\widetilde{\varepsilon}_{i}\right) \sum_{l=1}^{k} \dot{\alpha}_{l}(\theta) X_{i-1},
$$

where

$$
\dot{\alpha}_{l}=\frac{\partial}{\partial \theta} \alpha_{l}(\theta), \quad \lambda=\frac{\partial}{\partial z} \ln g(z), \quad \widetilde{\varepsilon}_{1}=\varepsilon_{k+i} .
$$

Then Eqs. (3.26) and (3.28) take the form

$$
\begin{gathered}
\int\left[-\lambda(z) \sum_{l=1}^{k} \dot{\alpha}_{l}(\theta) x_{i-l}-\beta\right]_{-m}^{m} g(z) d z=0, \\
R^{2} m^{2}=\int\left(\int \left\{\left[-\lambda(z) \sum_{l=1}^{k} \dot{\alpha}_{l}(\theta) x_{k+1-l}-\beta\left(x_{k}, \ldots, x_{1}, m, \theta\right)\right]_{-m}^{m}\left(-\lambda(z) \sum_{l=1}^{k} \dot{\alpha}_{l}(\theta) x_{k+1-l}\right)\right.\right. \\
\left.\left.-\left(\left[-\lambda(z) \sum_{l=1}^{k} \dot{\alpha}_{l}(\theta) x_{k+1-l}-\beta\left(x_{k}, \ldots, x_{1}, m, \theta\right)\right]_{-m}^{m}\right)^{2}\right\} g(z) d z\right) f_{k}\left(x_{k}, \ldots, x_{1}\right) d x_{k} \ldots d x_{1},
\end{gathered}
$$

where $f_{k}\left(x_{k}, \ldots, x_{1}\right)$ is a $k$-length stationary density.
2. Ergodic Markov chain. The consideration of this case is quite similar to that of the previous one. Note only that from ergodicity we have

$$
\begin{gathered}
\int F\left(Q_{i}^{n, \psi^{1}, \psi^{2}}(\cdot \mid x)(d i, d x)=n^{-1} E \sum_{i=1}^{n} F\left(Q^{\psi^{1}, \psi^{2}}\left(\cdot \mid X_{i-1}, \ldots, X_{i-q}\right)\right)\right. \\
\rightarrow \int F\left(Q^{\psi^{1}, \psi^{2}}\left(\cdot \mid x_{q}, \ldots, x_{1}\right) f_{q}\left(x_{q}, \ldots, x_{1}\right) d x_{q} \ldots d x_{1}\right.
\end{gathered}
$$

where $f_{q}$ is a $q$-length invariant density.

## III. Stationary Ergodic $M A(1)$ Model

Let $\ldots, Y_{-1}, Y_{0}, Y_{1}, \ldots$ be a stationary ergodic $M A(1)$ process, i.e.,

$$
Y_{i}=v_{i}-\theta v_{i-1}, \quad|\theta|<1,
$$

where $\left(v_{i}\right)$ is a double infinite sequence of i.i.d. r.v. with common density $g$,

$$
E v_{i}=0, \quad E v_{i}^{2}<\infty
$$

Let $\Lambda:=\dot{g} / g$ and

$$
I_{g}=\int \Lambda^{2} g<\infty
$$

Denote

$$
X_{0}=\bar{v}_{0}=\left(v_{0}, v_{-1}, \ldots\right), \quad X_{i}=Y_{i}, \quad i \geq 1,
$$

and let for $1 \leq i \leq n, P_{\theta}^{n, i}\left(\cdot \mid x_{i-1}, \ldots, x_{0}\right)$ be a regular conditional distribution of $X_{i}$ with a given $\mathcal{F}_{i-1}=\sigma\left(X_{i-1}, \ldots, X_{0}\right)$. Then the density of $P_{\theta}^{n, i}$ with respect to the Lebesgue measure is

$$
\begin{equation*}
f_{i}(z, \theta \mid x)=g\left(z+\sum_{j=1}^{i-1} \theta^{i} x_{i-j}+\theta^{i} v_{0}\right) \tag{3.54}
\end{equation*}
$$

Staab [92] considered a class of CLAN estimators $T_{n}\left(X_{n}, \ldots, X_{0}\right)$ such that

$$
n^{1 / 2}\left(T_{n}-\theta\right)=n^{-1 / 2} \sum_{j=1}^{n} \psi_{\theta, j}+o_{P_{\theta}^{n}}(1)
$$

with

$$
P_{\theta}^{n}=\mathcal{L}\left\{X_{n}, \ldots, X_{0}\right\}, \quad \psi_{\theta, j}=\psi_{\theta}\left(\bar{v}_{j}\right),
$$

where $\psi_{\theta}$ is a measurable mapping from $\prod_{-\infty}^{1} \mathbb{R}_{1}$ to $\mathbb{R}_{1}$ such that $\psi_{\theta}\left(\bar{v}_{1}\right)$ is a square-integrable r.v.,

$$
\begin{gathered}
E_{\theta}\left(\psi_{\theta}\left(\bar{v}_{1} \mid \bar{v}_{0}\right)=0, \quad E_{\theta}\left[\psi_{\theta}\left(\bar{v}_{1}\right) \bar{c}_{1} \Lambda\left(v_{1}\right)\right]=1, \quad \bar{v}_{i}=\left(v_{i}, v_{i-1}, \ldots\right),\right. \\
\bar{c}_{i}=\sum_{j=0}^{\infty}-\theta^{j} v_{i-j-1}=\sum_{j=0}^{\infty} j \theta^{j-1} Y_{i-j} .
\end{gathered}
$$

It is obvious that

$$
\mathcal{L}\left\{n^{1 / 2}\left(T_{n}-\theta\right) \mid P_{\theta}^{n}\right\} \xrightarrow{\omega} \mathcal{N}\left(0, c\left(\psi_{\theta}\right)\right),
$$

where $c\left(\psi_{\theta}\right)=E_{\theta} \psi_{\theta, 1}^{2}$.
Now we briefly describe a contamination model proposed by Staab [92], the so-called submodel. Within this model, the shrinking contamination neighborhood of the basic measure $P_{\theta}^{n}$ contains all measures $Q_{\theta}^{n}$ such that $Q_{\theta}^{(n, 0)}=P_{\theta}^{(n, 0)}$, where $P_{\theta}^{(n, 0)}=\mathcal{L}\left(\bar{v}_{0}\right), Q_{\theta}^{n}=\prod_{i=0}^{n} Q_{\theta}^{(n, i)}$,

$$
Q_{\theta}^{(n, i)}=\left(1+n^{-1 / 2} \varepsilon_{i} f_{i}\right) P_{\theta}^{(n, i)}, \quad \varepsilon_{i}=\varepsilon\left(\bar{v}_{i-1}\right), \quad f_{i}=f\left(\bar{v}_{i}\right), \quad 1 \leq i \leq n,
$$

where

$$
\begin{gathered}
\varepsilon(\cdot) \geq 0, \quad E_{\theta} \varepsilon\left(\bar{v}_{0}\right) \leq R, \quad R>0, \quad \varepsilon\left(\bar{v}_{0}\right) \in L_{\infty}\left(P_{\theta}\right), \\
f(\cdot) \geq-1, \quad f\left(\bar{v}_{0}\right) \in L_{\infty}\left(P_{\theta}\right), \quad E_{\theta}\left(f\left(\bar{v}_{1}\right) \mid \bar{v}_{0}\right)=0 .
\end{gathered}
$$

Obviously, $\left(Q_{\theta}^{n}\right) \triangleleft\left(P_{\theta}^{n}\right)$, and by the Le Cam third lemma,

$$
\mathcal{L}\left\{n^{1 / 2}\left(T_{n}-\theta\right) \mid Q_{\theta}^{n}(f, \varepsilon)\right\} \xrightarrow{w} \mathcal{N}\left(b\left(\psi_{\theta}, f, \varepsilon\right), c\left(\psi_{\theta}\right)\right),
$$

where

$$
b\left(\psi_{\theta}, f, \varepsilon\right)=E_{\theta} \psi_{\theta, 1} \cdot f_{1} \varepsilon_{1} .
$$

As usual, an asymptotic mean-square error is taken for the risk functional.
First of all, note that this scheme is a special case of the model given in the present work, if we restrict the consideration to the classes $\Psi$ and $\mathcal{H}_{\Psi}$ of sequences $\psi=\left\{\left(\psi_{i}^{n}\right)_{i \leq n}\right\}_{n \geq 1}$ and $H=\left\{\left(H_{i}^{n}\right)_{i \leq n}\right\}_{n \geq 1}$ such that $\psi_{i}^{n}\left(X_{i}, \ldots, X_{0}\right)=\psi\left(\bar{v}_{i}\right)$ and $H_{i}^{n}\left(X_{i}, \ldots, X_{0}\right)=\varepsilon\left(\bar{v}_{i-1}\right) f\left(\bar{v}_{i}\right)$. Obviously, all ergodicity conditions are satisfied. Note only that in this case the functional $D(\psi, H ; \theta)$ can be written in an explicit integral form and hence we obtain standard minimax problem (3.23) with the resulting function

$$
\bar{\psi}_{i, \theta}^{*}=\left[\bar{c}_{i} \Lambda\left(v_{i}\right)-\beta_{i}^{*}\right]_{-m^{*}}^{m^{*}},
$$

where $m^{*}$ satisfies Eq. (3.28).
It remains to construct an estimator $T_{n}=T_{n}\left(X_{n}, \ldots, X_{1}\right)$ with $\left\{\left(\bar{\psi}_{i, \theta}^{*}\right)_{i \leq n}\right\}_{n \geq 1}$ in its asymptotic expansion. Staab proposed an approach based on the assumption of the approximation $\bar{\psi}_{i, \theta}^{*}$ by sufficiently smooth $\widehat{\psi}_{i, \theta}^{n}\left(X_{i}, \ldots, X_{1}\right)$ in such a way that: (1) the CLAN estimator $T_{n}$ corresponding to $\widehat{\psi}_{i, \theta}^{n}$ can be constructed; (2) $\widehat{\psi}_{i, \theta}^{n}$ can be replaced by $\bar{\psi}_{i, \theta}^{*}$ in an asymptotic expansion of $T_{n}$. To illustrate this approach, Staab considered the case of standard normal innovations $v_{i}$. Note that in this case,

$$
\beta_{i}^{*}=0, \widehat{\psi}_{i}^{n}=\widehat{\psi_{i}}=\left[c_{i} \Lambda\left(\widehat{v}_{i}\right)\right]_{-m^{*}}^{m^{*}},
$$

where

$$
\widehat{c}_{i}=\sum_{j=0}^{i-1} j \theta^{j-1} X_{i-j}, \quad \widehat{v}_{i}=\sum_{j=0}^{i-1} \theta^{j-1} X_{i-j}, \quad i \geq 1 .
$$

Let us go back to the general model considered in this paper. Assume again that $X_{0}=\bar{v}_{0}, X_{i}=Y_{i}$, $i \geq 1, f_{i}(z, \theta \mid x)$ are defined by (3.54), and all the objects are introduced in a standard way (cf. full model of [92]). For a correct definition of the class $\Psi$ it is sufficient to show that $l=\left\{l^{n}\right\}_{n \geq 1} \in \Psi$, i.e., for any bounded Lipschitz function $F: \mathcal{M} \rightarrow \mathbb{R}_{1}$,

$$
\begin{equation*}
\int F(\nu) \mathcal{L}^{n, l}(d \nu) \rightarrow \int F(\nu) \mathcal{L}^{1}(d \nu) \tag{3.55}
\end{equation*}
$$

where $\mathcal{L}^{1}$ is defined by relation (3.58) below. Recall that $l_{i}=\Lambda\left(v_{i}\right) c_{i}(\theta)$,

$$
c_{i}(\theta)=\sum_{j=0}^{i-1} j \theta^{j-1} X_{i-j}+i \theta^{i} v_{0} .
$$

Denote $\bar{l}_{i}=\Lambda\left(v_{i}\right) \bar{c}_{i}(\theta)$ and show that

$$
\begin{equation*}
R_{n}:=n^{-1} \sum_{i=1}^{n} E\left|F\left(Q_{i}^{l}(\cdot \mid x)\right)-F\left(Q_{i}^{\bar{l}}(\cdot \mid x)\right)\right| \rightarrow 0 \text { as } n \rightarrow \infty, \tag{3.56}
\end{equation*}
$$

where

$$
Q_{i}^{\bar{\tau}}(\cdot \mid x)=\int I_{\left\{\Lambda(v) \bar{c}_{i} \in \cdot\right\}} g(v) d v
$$

Indeed,

$$
R_{n} \leq \mathrm{const} \cdot n^{-1} \sum_{i=1}^{n} E d_{B L}\left(Q_{i}^{\bar{l}}(\cdot \mid x), Q_{i}^{l}(\cdot \mid x)\right) \leq \mathrm{const} \cdot n^{-1} \sum_{i=1}^{n} E\left|c_{i}-\bar{c}_{i}\right| \int|\Lambda(v)| g(v) d v \rightarrow 0
$$

Here $d_{B L}\left(\rho_{1}, \rho_{2}\right)$ denotes a bounded Lipschitz metric on $\mathcal{M}$ (see, e.g., [88]). From ergodicity we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n^{-1} E_{\theta} \sum_{i=1}^{n} F\left(Q_{i}^{\bar{l}}(\cdot \mid x)\right)=E F\left(Q_{1}^{\bar{l}}\left(\cdot \mid \bar{Y}_{0}\right)\right)=\int F(\nu) \mathcal{L}^{1}(d \nu), \tag{3.57}
\end{equation*}
$$

where $\bar{Y}_{0}=\left(Y_{0}, Y_{-1}, \ldots\right)$ and

$$
\begin{equation*}
\mathcal{L}^{l}\{\cdot\}=\int I_{\left\{Q_{1}^{\bar{l}}\left(\cdot \mid \bar{Y}_{0}\right) \in \cdot\right\}} P_{\theta}\left(d \bar{Y}_{0}\right) \tag{3.58}
\end{equation*}
$$

Now (3.55) follows from (3.56) and (3.57). By Theorem 3.4, the optimal sequence $\psi^{*}=\left\{\psi^{*, n}\right\}_{n \geq 1}$ is defined by the relation $\psi_{i}^{*, n}=\left[l_{i}-\beta_{i}^{*}\left(m_{n}^{*}\right)\right]_{-m_{n}^{*}}^{m_{n}^{*}}$, where $m_{n}^{*}$ satisfies Eq. (3.28). Moreover, $m_{n}^{*} \rightarrow m^{*}$, where $m^{*}$ satisfies Eq. (3.47). Hence (see Corollary 3.3), $\widetilde{\psi}_{i}^{*}=\left[l_{i}-\beta_{i}^{*}\left(m^{*}\right)\right]_{-m^{*}}^{m^{*}}$ is also optimal. Since $\widetilde{\psi}_{i}^{*}$ contains an unobservable variable $v_{0}$, it becomes necessary to construct a sufficiently smooth function $\widehat{\psi}_{i}$ depending only on the real observations $\left(Y_{1}, \ldots, Y_{n}\right)$ such that

$$
n^{-1 / 2} \sum_{i=1}^{n}\left|\widetilde{\psi}_{i}^{*}-\widehat{\psi}_{i}\right|=o_{P_{\theta}^{n}}(1)
$$

Let $\widehat{\psi}_{i}=\left[\Lambda\left(\widehat{v}_{i}\right) \widehat{c}_{i}-\widehat{\beta}_{i}\right]_{-m^{*}}^{m^{*}}$, where $\widehat{\beta}_{i}$ is a solution of the equation

$$
\int\left[\widehat{c}_{i} \Lambda(v)-\beta\right]_{-m^{*}}^{m^{*}} g(v) d v=0
$$

We have

$$
\left|\psi_{i}^{*}-\widehat{\psi}_{i}\right| \leq\left|\Lambda\left(\widehat{v}_{i}\right) \widehat{c}_{i}-\Lambda\left(v_{i}\right) c_{i}\right|+\left|\beta_{i}^{*}-\widehat{\beta}_{i}\right|
$$

Assume that the function $\Lambda$ is such that

$$
n^{-1 / 2} \sum_{i=1}^{n}\left|\Lambda\left(\widehat{v}_{i}\right) \widehat{c}_{i}-\Lambda\left(v_{i}\right) c_{i}\right|=o_{P_{\theta}^{n}}(1)
$$

(e.g., satisfies the Lipschitz condition).

Now we have to show that

$$
n^{-1 / 2} \sum_{i=1}^{n}\left|\beta_{i}^{*}-\widehat{\beta}_{i}\right|=o_{P_{\theta}^{n}}(1)
$$

It suffices to verify that if $\beta(c)$ is a solution of the equation

$$
\int[c \Lambda(v)-\beta]_{-m}^{m} g(v) d v=0
$$

then the function $\beta(c)$ has a Lipschitz property. With the latter in view, we calculate the derivative $\beta^{\prime}(c)$ and obtain

$$
\beta^{\prime}(c)=\frac{\int \Lambda(v) I_{\{|c \Lambda(v)-\beta| \leq m\}} g(v) d v}{\int I_{\{|c \Lambda(v)-\beta| \leq m\}} g(v) d v}
$$

It is easy to verify that $\beta^{\prime}(c)$ is a continuous bounded function. Consequently,

$$
\left|\beta_{i}^{*}-\widehat{\beta}_{i}\right| \leq \operatorname{const}\left|c_{i}-\widehat{c}_{i}\right|
$$

and the desirable convergence holds.

Let $\widehat{\theta}_{n}$ be a $\sqrt{n}$-consistent estimator. For example, we may take the least-square estimator defined by the equation

$$
\sum_{i=1}^{n} \widehat{v}_{i}(\theta) \widehat{c}_{i}(\theta)=0 .
$$

Define the estimator $T_{n}^{*}$ by the relation

$$
T_{n}^{*}=\widehat{\theta}_{n}+\frac{\widehat{\psi}_{i}\left(\widehat{\theta}_{n}\right)}{\gamma\left(\widehat{\theta}_{n}\right)}
$$

where $\gamma(\theta)=P_{\theta^{-}}^{n} \lim _{n \rightarrow \infty} n^{-1} \sum_{i=1}^{n} \psi_{i}^{*} l_{i}$ (see Subsection 3.2.5).
Then $\Lambda$ is a sufficiently smooth function with respect to $\theta$ and the following asymptotic expansion holds:

$$
\begin{gathered}
\sqrt{n}\left(T_{n}^{*}-\theta\right)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\widehat{\psi}_{i}}{\gamma(\theta)}+o_{P_{\theta}^{n}}(1)=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\widetilde{\psi}_{i}^{*}}{\gamma(\theta)}+o_{P_{\theta}^{n}}(1) \\
=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\bar{\psi}_{i}^{*}}{\gamma(\theta)}+o_{P_{\theta}^{n}}(1)
\end{gathered}
$$

(see also Subsection 3.2.5 below).

## IV. Innovation Contamination

One possible scheme for the realization of the contamination

$$
\begin{equation*}
f_{i}^{n, H}=f_{i}^{n}\left(1+n^{-1 / 2} H_{i}^{n}\right) \tag{3.59}
\end{equation*}
$$

is as follows.
Let $\rho=\left\{\rho_{i}\right\}_{i \geq 1}, \tau=\left\{\tau_{i}\right\}_{i \geq 1}$, and $\sigma=\left\{\sigma_{i}\right\}_{i \geq 1}$ be mutually independent sequences of i.i.d. r.v. Further, let the sequences of measurable functions

$$
\left\{\left(u_{i}^{n}\left(x_{i-1}, \ldots, x_{0}, y, \theta\right), w_{i}^{n}\left(x_{i-1}, \ldots, x_{0}, y, \theta\right), d_{i}^{n}\left(x_{i-1}, \ldots, x_{0}, y\right)\right)_{i \leq n}\right\}_{n \geq 1}
$$

be such that the distributions of the random variables $u_{i}^{n}\left(x_{i-1}, \ldots, x_{0}, \rho_{i}, \theta\right)$ and $w_{i}^{n}\left(x_{i-1}, \ldots, x_{0}, \tau_{i}, \theta\right)$ possess the densities $f_{i}^{n}(z, \theta \mid x)$ and $h_{i}^{n}(z, \theta \mid x)$, respectively, and the function $d_{i}^{n}$ takes only values 0 and 1 , and

$$
P\left\{\left(d_{i}^{n}\left(x_{i-1}, \ldots, x_{0}, \sigma_{i}\right)=1\right\}=n^{-1 / 2} \lambda_{i}^{n}\left(x_{i-1}, \ldots, x_{0}\right) .\right.
$$

Let

$$
\begin{align*}
Y_{i}^{n} & =\left(1-d_{i}^{n}\left(Y_{i-1}^{n}, \ldots, Y_{0}, \sigma\right)\right) u_{i}^{n}\left(Y_{i-1}^{n}, \ldots, Y_{0}^{n}, \rho_{i}, \theta\right) \\
& +d_{i}^{n}\left(Y_{i-1}^{n}, \ldots, Y_{0}^{n}, \rho_{i}\right) w_{i}^{n}\left(Y_{i-1}^{n}, \ldots, Y_{0}^{n}, \tau_{i}, \theta\right), \quad 1 \leq i \leq n . \tag{3.60}
\end{align*}
$$

Then the density $f_{i}^{n, H}$ of the conditional distribution $Y_{i}^{n}$ with a given $Y_{i-1}^{n}=x_{i-1}, \ldots, Y_{0}^{n}=x_{0}$ has the form (3.59), where

$$
H_{i}^{n}(z, \theta \mid x)=\lambda_{i}^{n}(x)\left(h_{i}^{n}(z, \theta \mid x)-f_{i}^{n}(z, \theta \mid x)\right) / f_{i}^{n}(z, \theta \mid x) .
$$

Obviously, $Y_{i}^{n}$ can be written as

$$
\begin{equation*}
Y_{i}^{n}=\left(1-Z_{i}^{n}\right) X_{i}^{n}+Z_{i}^{n} W_{i}^{n}, \quad 1 \leq i \leq n . \tag{3.61}
\end{equation*}
$$

Relation (3.61) coincides in its form with the replacement model in the sense of Martin and Yohai [70], but it has a somewhat different meaning, since the triple $(X, W, Z)$ of the process cannot be defined a priori as is assumed in the definition of the replacement model. It includes the innovation contamination in many models, in particular, in ARMA models.

1. $A R(1)$ model. We assume in (3.60) that $u_{i}^{n}=\theta x_{i-1}+y,|\theta|<1$.
(a) Let

$$
\begin{gathered}
x_{0}=0, \quad P\left\{d_{i}^{n}=1\right\}=\lambda n^{-1 / 2}, \quad \lambda>0, \\
w_{i}^{n}:=\theta x_{i-1}+y .
\end{gathered}
$$

Then

$$
Y_{i}^{n}=\theta Y_{i-1}^{n}+\left(1-d_{i}^{n}\right) \rho_{i}+d_{i}^{m} \tau_{i}=\theta Y_{i-1}^{n}+\widehat{\rho}_{i}^{n}, \quad Y_{0}=0,
$$

corresponds to the innovation contamination for the $A R(1)$ process defined by the relation

$$
X_{i}=\theta X_{i-1}+\rho_{i}, \quad X_{0}=0 .
$$

Let $g$ and $h$ be densities of r.v. $\rho_{i}$ and $\tau_{i}$, respectively. Then

$$
f_{i}^{n, H}\left(z, \theta \mid x_{i-1}, \ldots, x_{1}\right)=g\left(z-\theta x_{i-1}\right)\left(1+n^{-1 / 2} H\left(z, \theta \mid x_{i-1}\right)\right),
$$

where

$$
H\left(z, \theta \mid x_{i-1}\right)=\lambda \frac{h-g}{g}\left(z-\theta x_{i-1}\right) .
$$

Obviously, this form of contamination is not full for score functions of the form $\psi\left(x_{i}-\theta x_{i-1}, x_{i-1}\right)$, to which the maximum likelihood function

$$
l\left(z, \theta \mid x_{i-1}\right)=\Lambda\left(z-\theta x_{i-1}\right) x_{i-1}, \quad \Lambda:=\dot{g} / g
$$

belongs.
(b) Let

$$
\begin{gathered}
x_{0}=0, \quad P\left\{d_{i}^{n}=1\right\}=\lambda\left(x_{i-1}\right) n^{-1 / 2} \\
w_{i}^{n}\left(x_{i-1}, \ldots, y, \theta\right):=\theta x_{i-1}+\bar{w}\left(x_{i-1}, y\right) .
\end{gathered}
$$

In this case,

$$
Y_{i}^{n}=\theta Y_{i-1}^{n}+\tilde{\rho}_{i}^{n}, \quad Y_{0}=0,
$$

where $\widetilde{\rho}_{i}^{n}=\left(1-d_{i}^{n}\right) \rho_{i}+d_{i}^{n} \bar{w}_{i}$.
Here

$$
H\left(z, \theta \mid x_{i-1}\right)=\lambda\left(x_{i-1}\right) \frac{h\left(z-\theta x_{i-1} \mid x_{i-1}\right)-g\left(z-\theta x_{i-1}\right.}{g\left(z-\theta x_{i-1}\right)}
$$

and $h\left(\cdot \mid x_{i-1}\right)$ is the density of the r.v. $\bar{w}\left(x_{i-1}, \tau_{i}\right)$. This form of contamination is full for the score function of type $\psi\left(x_{i}-\theta x_{i-1}, x_{i-1}\right)$.
(c) Let

$$
\begin{gathered}
x_{0}=0, \quad P\left\{d_{i}^{n}=1\right\}=\lambda\left(x_{i-1}, \ldots, x_{(i-q) \wedge 0}\right) n^{-1 / 2}, \\
w_{i}^{n}=\theta x_{i-1}+\bar{w}\left(x_{i-1}, \ldots, x_{(i-q) \wedge 0}, y\right), \quad q \geq 1 .
\end{gathered}
$$

In this case, we again obtain the full contamination for score functions of the type $\psi\left(x_{i}-\right.$ $\left.\theta x_{i-1}, x_{i-1}, \ldots, x_{(i-q) \wedge 0}\right)$.
(d) If $d_{i}^{n}$ and $w_{i}^{n}$ are of the general form, then we obtain the full contamination with respect to the general form of score functions.
2. $A R M A(p, q)$ model. For $1 \leq i \leq n$, let

$$
u_{i}^{n}\left(x_{i-1}, \ldots, x_{0}, y, \theta\right):=-\sum_{k=1}^{p} \sum_{j=1}^{i-1} \beta_{k}(\theta) \gamma_{i}(\theta) \widetilde{x}_{i-j-k}-\sum_{r=0}^{q-1} \chi_{r_{i}}(\theta) \bar{x}_{-r}+y
$$

where

$$
x_{0}=\left(\bar{x}_{0}, \bar{x}_{-1}, \ldots\right), \quad \widetilde{x}_{m}=x_{m}, \quad m \geq 1,
$$

and

$$
\widetilde{x}_{m}=\sum_{l=0}^{\infty} \sum_{k=0}^{q} \delta_{l}(\theta) \alpha_{k}(\theta) \bar{x}_{m-l-k}, \quad m \leq 0
$$

where

$$
\beta_{0}(\theta)=\alpha_{0}(\theta)=1, \quad \chi_{r_{i}}(\theta)=\sum_{k=0}^{r} \gamma_{i+r-k}(\theta) \alpha_{k}(\theta) .
$$

The sequences $\left(\gamma_{i}(\theta)\right)_{i \geq 0}$ and $\left(\delta_{i}(\theta)\right)_{i \geq 0}$ are uniquely defined in a standard way by the vectors $\left(\alpha_{i}(\theta)\right.$, $1 \leq i \leq q$ ) and ( $\beta_{i}(\theta), 1 \leq i \leq p$ ), respectively (see [92], p. 1.5, (2.8), p. 1.6 (2.10)). Then with arbitrary $d_{i}^{n}$ and $w_{i}^{n}$ and with $\rho_{i}=v_{i}, i \geq 1, Y_{0}=\left(v_{0}, v_{-1}, \ldots\right)$, Eq. (3.60) corresponds to the full contamination of the innovation $\left(v_{j}, j \geq 1\right)$ for the $\operatorname{ARMA}(p, q)$ process defined by the relation

$$
\sum_{j=0}^{p} \beta_{j}(\theta) X_{i-j}=\sum_{j=0}^{q} \alpha_{i}(\theta) v_{i-j}, \quad i \geq 1
$$

or an equivalent relation

$$
X_{i}=-\sum_{k=1}^{p} \sum_{j=1}^{i-1} \beta_{k}(\theta) \gamma_{i}(\theta) X_{i-j-k}-\sum_{r=0}^{q-1} \chi_{r_{i}}(\theta) v_{-r}+v_{i}, \quad i \geq 1,
$$

where

$$
X_{m}=\sum_{l=0}^{\infty} \sum_{k=0}^{q} \delta_{l}(\theta) \alpha_{k}(\theta) v_{m-l-k}, \quad m \leq 0
$$

Indeed, in this case for $i \geq 1$ we have

$$
\begin{aligned}
Y_{i}^{n} & =-\sum_{k=1}^{p} \sum_{j=1}^{i-1} I_{\{i-j-k \geq 1\}} \beta_{k}(\theta) \gamma_{i}(\theta) Y_{i-j-k}^{n} \\
& -\sum_{k=1}^{p} \sum_{j=1}^{i-1} I_{\{i-j-k \leq 0\}} \beta_{k}(\theta) \gamma_{i}(\theta) X_{i-j-k}-\sum_{r=0}^{q-1} \chi_{r_{i}}(\theta) v_{-r}+\widetilde{v}_{i}^{n}=\widetilde{u}_{i}^{n}+\widetilde{v}_{i}^{n},
\end{aligned}
$$

where $\widetilde{v}_{i}^{n}=\left(1-d_{i}^{n}\right) v_{i}+d_{i}^{n}\left(w_{i}-\widetilde{u}_{i}^{n}\right)$.
For the $A R(1)$ case, we illustrate the scope of application of the theory developed in this work.
Suppose that $H\left(z, \theta \mid x_{i-1}\right)$ are such that they define contiguous alternatives, i.e., $\left(P_{\theta}^{n, Y}\right) \triangleleft\left(P_{\theta}^{n}\right)$. Then in case (a), the asymptotic bias is

$$
\beta^{\psi, H}=\iint \psi(z, y) H(z) g(z) d z \pi(d y)
$$

where $\pi(\cdot)$ is the invariant measure corresponding to the process $X$, which leads to a minimax problem whose solution, obviously, cannot be the Huber function. But in case (b),

$$
\beta^{\psi, H}=\iint \psi(z, y) H(z \mid y) g(z) d z \pi(d y)
$$

therefore, this case provides the full contamination and hence the Huber function is optimal in the given class $\Psi$.

Since in cases (c) and (d) we have full contamination for the given classes of score functions, the general theory allows one to conclude that in these cases the Huber function is also optimal.

It should be noted that while in cases (a), (b), and (c) the risk functional can be written in an explicit form involving the inner products and norm in an appropriately chosen $L_{2}$-space, in case (d) the nominal conditional distribution defines the stationary ergodic $A R(1)$ process, $D(\psi, H ; \theta)$ cannot be written in an explicit form, and the developed theory should be applied in its full capacity.
3.2.5. A method of constructing the optimal CLAN estimators. Let $\psi=\left\{\psi^{n}\right\}_{n \geq 1} \in \Psi$ be a sequence of score functions. Let $\left\{\bar{T}_{n}\right\}_{n \geq 1}$ be some $\sqrt{n}$-consistent estimator of the unknown parameter $\theta$, i.e.,

$$
\begin{equation*}
n^{1 / 2}\left(\bar{T}_{n}-\theta\right)=O_{P_{\theta}^{n}}(1) . \tag{3.62}
\end{equation*}
$$

Consider the one-step approximation procedure

$$
\begin{equation*}
T_{n}^{\psi}=\bar{T}_{n}+\frac{n^{-1} L_{n}\left(\bar{T}_{n}\right)}{\gamma^{\psi}\left(\bar{T}_{n}\right)}, \tag{3.63}
\end{equation*}
$$

where $L_{n}(\theta)=\sum_{i=1}^{n} \psi_{i}^{n}\left(x_{i}, \theta \mid x\right)$ and $\gamma^{\psi}(\theta)$ is defined in (c.3) of the definition of the CLAN estimator.
Assume that for each $n \geq 1$ the function $\theta \mapsto \psi_{i}^{n}(z, \theta \mid x)$ is $\theta$-continuously differentiable $\mu_{n}(d z, d i, d x)$-a.s. with the derivatives $\dot{\psi}_{i}^{n}(z, \theta \mid x)$ and $\dot{\psi}=\left\{\dot{\psi}^{n}\right\}_{n \geq 1} \in \Psi$.

Everywhere below, for any function $\varphi(x, \theta)$ we denote $\dot{\varphi}(x, \theta)=\frac{\partial}{\partial \theta} \varphi(x, \theta)$.
Further, denote $\dot{L}_{n}(\theta)=\sum_{i=1}^{n} \dot{\psi}_{i}^{n}\left(x_{i}, \theta \mid x\right), B(n, u, \theta):=\left\{y:|y-\theta| \leq n^{-1 / 2} u\right\}$ and suppose that the following conditions are satisfied: for each $\theta \in \Theta, \rho>0,0<u \leq K, K>0$,

$$
\begin{gather*}
\varlimsup_{n \rightarrow \infty} P_{\theta}^{n}\left\{\sup _{B(n, u, \theta)}\left|n^{-1} \dot{L}_{n}(y)+\gamma^{\psi}(\theta)\right|>\rho\right\}=0,  \tag{3.64}\\
\sup _{B(n, u, \theta)}\left|\gamma^{\psi}(y)-\gamma^{\psi}(\theta)\right| \rightarrow 0 \quad \text { as } n \rightarrow \infty . \tag{3.65}
\end{gather*}
$$

Proposition 3.2. If the above conditions are satisfied, then the estimator $\left\{T_{n}^{\psi}\right\}_{n \geq 1}$ constructed in (3.63) is CLAN.

Proof. It is sufficient to show that

$$
\begin{equation*}
T_{n}^{\psi}=\theta+\frac{n^{-1} \sum_{i=1}^{n} \psi_{i}^{n}\left(x_{i}, \theta \mid x\right)}{\gamma^{\psi}(\theta)}+o_{P_{\theta}^{n}\left(n^{-1 / 2}\right) .} . \tag{3.66}
\end{equation*}
$$

Now we rewrite Eq. (3.63) as follows:

$$
\begin{gather*}
n^{1 / 2}\left(T_{n}^{\psi}-\theta\right)=\frac{n^{1 / 2}\left(\bar{T}_{n}-\theta\right)\left(\gamma^{\psi}\left(\bar{T}_{n}\right)-\gamma^{\psi}(\theta)\right)}{\gamma^{\psi}\left(\bar{T}_{n}\right)} \\
+\frac{n^{1 / 2}\left(\bar{T}_{n}-\theta\right)\left[n^{-1}\left(L_{n}\left(\bar{T}_{n}\right)-L_{n}(\theta)\right)\left(\bar{T}_{n}-\theta\right)^{-1}+\gamma^{\psi}(\theta)\right]}{\gamma^{\psi}\left(\bar{T}_{n}\right)}+\frac{n^{-1} L_{n}(\theta)}{\gamma^{\psi}\left(\bar{T}_{n}\right)} . \tag{3.67}
\end{gather*}
$$

The first term on the right-hand side of Eq. (3.67) tends to zero by (3.62) and (3.65) while the last term - by the ergodicity condition. Further, if $L_{n}(\theta)$ is asymptotically continuously differentiable with a derivative $\gamma^{\psi}(\theta)$ (this means that $\forall \theta \in \Theta, \forall \rho>0, \forall u, 0<u \leq K, K>0$,

$$
\begin{equation*}
\left.\varlimsup_{n \rightarrow \infty} P_{\theta}^{n}\left\{\sup _{B(n, u, \theta)}\left|\frac{1}{n} \frac{L_{n}(y)-L_{n}(\theta)}{y-\theta}+\gamma^{\psi}(\theta)\right|>\rho\right\}=0\right) \tag{3.68}
\end{equation*}
$$

then the second term in Eq. (3.67) tends to zero and (3.63) is satisfied. It remains to note that (3.64) is a simple sufficient condition for (3.68).

Now we give another sufficient condition for $T^{\psi^{*}}=\left\{T_{n}^{\psi^{*}}\right\}_{n \geq 1}$ to be a CLAN estimator, where $\psi^{*}=\left\{\psi^{*, n}\right\}_{n \geq 1}$ is the optimal score sequence.

Suppose that $\forall \theta \in \Theta, \forall \rho>0,0<u \leq K, K>0$,

$$
\begin{equation*}
\varlimsup_{n \rightarrow \infty} P_{\theta}^{n}\left\{\sup _{B(n, u, \theta)} n^{-1}\left|\dot{L}_{n}^{*}(y)-\dot{L}_{n}^{*}(\theta)\right|>\rho\right\}=0 \tag{3.69}
\end{equation*}
$$

where $\dot{L}_{n}^{*}(u)=\sum_{i=1}^{n} \dot{\psi}_{i}^{*, n}\left(x_{i}, u \mid x\right), \forall u \in \Theta$.
Proposition 3.3. If conditions (3.64), (3.65), and (3.69) are satisfied, then the estimator $T^{\psi^{*}}=$ $\left\{T_{n}^{\psi^{*}}\right\}_{n \geq 1}$ constructed in (3.63) with $L_{n}^{*}(\theta)$ instead of $L_{n}(\theta)$ and $\gamma^{\psi^{*}}$ instead of $\gamma^{\psi}$ is CLAN.
Proof. We have

$$
\begin{align*}
\dot{L}_{n}^{*}(\theta) & =\sum_{i=1}^{n}\left[\dot{\psi}_{i}^{*, n}\left(x_{i}, \theta \mid x\right)-\int \dot{\psi}_{i}^{*, n}(z, \theta \mid x) f_{i}^{n}(z, \theta \mid x) P_{i}^{n}(d z \mid x)\right] \\
& +\sum_{i=1}^{n} \int \dot{\psi}_{i}^{*, n}(z, \theta \mid x) f_{i}^{n}(z, \theta \mid x) P_{i}^{n}(d z \mid x):=\sum_{i=1}^{n} m_{i}^{n}+\sum_{i=1}^{n} a_{i}^{n} \\
& :=M_{1}^{n}(\theta)+A_{1}^{n}(\theta), \tag{3.70}
\end{align*}
$$

where for each $t, 0 \leq t \leq 1$,

$$
M_{t}^{n}(\theta)=\sum_{i=1}^{[n t]} m_{i}^{n}, \quad A_{t}^{n}(\theta)=\sum_{i=1}^{[n t]} a_{i}^{n}, \quad M_{1}^{n}(\theta)=\left.M_{t}^{n}(\theta)\right|_{t=1}, \quad A_{1}^{n}=\left.A_{1}^{n}(\theta)\right|_{t=1} .
$$

Introduce the abbreviation

$$
\int \varphi_{i}^{n}(z, \theta \mid x) f_{i}^{n}(z, \theta \mid x) P_{i}^{n}(d z \mid x)=\int \varphi^{n} f^{n}
$$

for any function $\varphi^{n}=\varphi_{i}^{n}(z, \theta \mid x)$.
Now we observe that $\int \psi^{*, n} f^{n}=-\int \psi^{*, n} l^{n} f^{n}$ and

$$
\begin{equation*}
A_{1}^{n}(\theta)=-\sum_{i=1}^{n} \int \psi_{i}^{*, n} l_{i}^{n} f_{i}^{n} \tag{3.71}
\end{equation*}
$$

Further, note that $\left(M_{t}^{n}(\theta)\right)_{0 \leq t \leq 1}$ is a $P_{\theta}^{n}$-martingale with the square characteristic

$$
\left\langle M^{n}(\theta)\right\rangle_{1}=\sum_{i=1}^{n}\left[\int\left(\dot{\psi}_{i}^{*, n}\right)^{2} f_{i}^{n}-\left(\int \psi_{i}^{*, n} l_{i}^{n} f_{i}^{n}\right)^{2}\right] .
$$

But $n^{-1} \sum_{i=1}^{n} \int\left(\dot{\psi}_{i}^{*, n}\right)^{2} f_{i}^{n}$ converges, since $\dot{\psi}^{*} \in \Psi$ and

$$
n^{-1} \sum_{i=1}^{n}\left(\int \psi_{i}^{*, n} l_{i}^{n} f_{i}^{n}\right)^{2} \leq \text { const } \cdot n^{-1} \sum_{i=1}^{n} \int\left(l_{i}^{n}\right)^{2} f_{i}^{n} \rightarrow
$$

since $\left|\psi^{*, n}\right| \leq m_{n}^{*} \rightarrow m^{*}<\infty$ by the construction. Hence

$$
\lim _{N \rightarrow \infty} \varlimsup_{n \rightarrow \infty} P_{\theta}^{n}\left\{n^{-1}\left\langle M^{n}(\theta)\right\rangle_{1} \geq N\right\}=0
$$

and we conclude that $n^{-1} M_{1}^{n}(\theta) \xrightarrow{P_{\rightarrow}^{n}} 0$.

Now (3.70) and (3.71) imply that for each $\theta \in \Theta$ and $\rho>0$,

$$
\begin{equation*}
\varlimsup_{n \rightarrow \infty} P_{\theta}^{n}\left\{\left|n^{-1} \dot{L}_{n}^{*}(\theta)+\gamma^{\psi^{*}}(\theta)\right|>\rho\right\}=0 \tag{3.72}
\end{equation*}
$$

which leads to the relation $\forall \theta \in \Theta, \forall \rho>0, \forall u, 0<u \leq K, K>0$,

$$
\begin{aligned}
P_{\theta}^{n}\left\{\sup _{B(n, u, \theta)} \mid\right. & \left.n^{-1} \dot{L}_{n}^{*}(y)+\gamma^{\psi^{*}}(\theta) \mid>\rho\right\} \leq P_{\theta}^{n}\left\{\sup _{B(n, u, \theta)} n^{-1}\left|\dot{L}_{n}^{*}(y)-\dot{L}_{n}^{*}(\theta)\right|>\frac{\rho}{2}\right\} \\
& +P_{\theta}^{n}\left\{\left|n^{-1} \dot{L}_{n}^{*}(\theta)+\gamma^{\psi^{*}}(\theta)\right|>\frac{\rho}{2}\right\} \rightarrow 0 \quad \text { as } n \rightarrow \infty,
\end{aligned}
$$

and the desirable follows from Proposition 3.2.
As we have seen above, it is necessary to study the question on the $\theta$-differentiability of the function $\psi^{*, n}(z, \theta \mid x)$. Let us investigate this question based on the implicit function theorem and Eqs. (3.26) and (3.28).

Denote $\Phi(i, x, \beta, m, \theta):=\int[y-\beta]_{-m}^{m} Q_{i}(d y, \theta \mid x)$ (index $n$ is fixed and omitted here) and let $\beta_{i}(x, m, \theta)$ be a solution of the equation

$$
\begin{equation*}
\Phi(i, x, \beta, m, \theta)=0 . \tag{3.73}
\end{equation*}
$$

Using the implicit function theorem, we find that there exist $\beta_{m}^{\prime}$ and $\dot{\beta}\left(=\beta_{\theta}^{\prime}\right)$, and

$$
\begin{align*}
\beta_{m}^{\prime}(i, x, m, \theta) & =-\left.\frac{\Phi_{m}^{\prime}(i, x, \beta, m, \theta)}{\Phi_{\beta}^{\prime}(i, x, \beta, m, \theta)}\right|_{\beta=\beta_{i}(x, m, \theta)} \\
\dot{\beta}(i, x, \theta) & =-\left.\frac{\Phi_{\theta}^{\prime}(i, x, \beta, m, \theta)}{\Phi_{\beta}^{\prime}(i, x, \beta, m, \theta)}\right|_{\beta=\beta_{i}(x, m, \theta)} \tag{3.74}
\end{align*}
$$

(note that $\Phi_{\beta}^{\prime}(i, x, \beta, m, \theta)=-\int I_{\{|y-\beta| \leq m\}} Q_{i}(d y ; \theta \mid x)<0$ in a neighborhood of the solution of Eq. (3.73), see (3.32) and the subsequent text).

Now we denote

$$
F(\theta, m)=\varphi(\theta, m)-R^{2}
$$

(see (3.40) and (3.41)).
Then again by the implicit function theorem, we have that there exists $\dot{m}(\theta)$, where $m(\theta)$ is a solution of the equation $F(\theta, m)=0$, and

$$
\begin{equation*}
\dot{m}=-\left.\frac{F_{\theta}^{\prime}(\theta, m)}{F_{m}^{\prime}(\theta, m)}\right|_{m=m(\theta)} \tag{3.75}
\end{equation*}
$$

$\left(F_{m}^{\prime}(\theta, m)=\varphi_{m}^{\prime}(\theta, m)<0\right.$, see (3.42)).
Of course, one can obtain explicit formulas for $\dot{\beta}$ in terms of the basic system of conditional densities $\left\{\left(f_{i}^{n}(z, \theta \mid x)\right)_{i \leq n}\right\}_{n \geq 1}$ and their derivatives by means of the calculation of $\Phi_{\theta}^{\prime}, \Phi_{\beta}^{\prime}, F_{\theta}^{\prime}$, and $F_{m}^{\prime}$ based on the above formulas.

It is now obvious that if the basic model is sufficiently smooth, then $\psi^{*, n}$ is also smooth, and, e.g.,

$$
\begin{aligned}
& \dot{\psi}_{i}^{*, n}(z, \theta \mid x)=\left(i_{i}^{n}(z, \theta \mid x)-\dot{\beta}_{i}^{*, n}(x, \theta)\right) I_{\left\{\left|l_{i}^{n}(z, \theta \mid x)-\beta_{i}^{*, n}(x, \theta)\right| \leq m_{n}^{*}(\theta)\right\}} \\
& \quad+\dot{m}_{n}^{*}(\theta)\left(I_{\left\{l_{i}^{n}(z, \theta \mid x)-\beta_{i}^{*, n}(x, \theta) \geq m_{n}^{*}\right\}}-I_{\left\{l_{i}^{n}(z, \theta \mid x)-\beta_{i}^{*, n}(x, \theta) \leq-m_{n}^{*}\right\}}\right)
\end{aligned}
$$

where $\dot{\beta}^{*, n}$ and $\dot{m}_{n}^{*}$ are given by relations (3.74) and (3.75).
The high-order derivatives are calculated analogously.
Finally, assume that (3.65) holds with $\gamma^{\psi^{*}}$ instead of $\gamma^{\psi}$ and there exists a sequence of functions

$$
c_{k}=\left\{c^{n, k}\right\}_{n \geq 1}=\left\{\left(c_{i}^{n, k}(z, \theta \mid x)\right)_{i \leq n}\right\}_{n \geq 1}
$$

such that $\forall \theta \in \Theta, \forall u, 0<u \leq K, K>0$,

$$
\sup _{B(n, u, \theta)} \max \left(\left|\ddot{l}_{i}^{n}(z, y \mid x)\right|,\left|\ddot{\beta}_{i}^{*, n}(x, y)\right|,\left|\ddot{m}_{n}^{*}(y)\right|\right) \leq c_{i}^{n, k}(z, \theta \mid x)
$$

and

$$
n^{-3 / 2} \sum_{i=1}^{n} c_{i}^{n, k}\left(x_{i}, \theta \mid x\right) \xrightarrow{P_{G}^{n}} 0 \quad \text { as } n \rightarrow \infty .
$$

Proposition 3.4. If the above conditions are satisfied, then the assertion of Proposition 3.3 holds.
Proof. Indeed, for $0<u \leq K, K>0$,

$$
\begin{aligned}
\sup _{B(n, u, \theta)} n^{-1}\left|\dot{L}_{n}^{*}(y)-\dot{L}_{n}^{*}(\theta)\right| & \leq n^{-1} \sum_{i=1}^{n} \sup _{B(n, u, \theta)}\left|\dot{\psi}_{i}^{*, n}\left(x_{i}, y \mid x\right)-\dot{\psi}_{i}^{*, n}\left(x_{i}, \theta \mid x\right)\right| \\
& \leq n^{-1} \sum_{i=1}^{n} \sup _{B(n, u, \theta)}\left|\ddot{\psi}^{*, n}\left(x_{i}, y \mid x\right)\right||y-\theta| \\
& \leq \text { const } \cdot n^{-3 / 2} \sum_{i=1}^{n} c_{i}^{n, k}\left(x_{i}, \theta \mid x\right) \xrightarrow{P_{G}^{n}} 0 \text { as } n \rightarrow \infty .
\end{aligned}
$$

### 3.3. Robust Estimators in General Statistical Models with Filtration

3.3.1. Specification of the model. Regularity. Ergodicity. (a) Let

$$
\begin{equation*}
\mathcal{E}=\left(\Omega, \mathcal{F}, F=\left(\mathcal{F}_{t}\right)_{t \geq 0},\left\{P_{\theta}, \theta \in \Theta\right\}, P\right) \tag{3.76}
\end{equation*}
$$

be a general statistical model with filtration. This means that $(\Omega, \mathcal{F}, F, P)$ is a stochastic basis, i.e., a complete probability space with filtration $F=\left(\mathcal{F}_{t}\right)_{t \geq 0}$ satisfying the usual conditions, $P_{\theta}$ is a probability measure depending on the parameter $\theta$ to be estimated, and $\Theta$ is an open subset of $\mathbb{R}_{1}$. It is assumed that $P_{\theta} \stackrel{\text { loc }}{\sim} P \forall \theta \in \Theta$.

Remark 3.16. Consider a statistical model

$$
\left(\Omega, \mathcal{F}, F,\left\{P_{\theta}, \theta \in \Theta\right\}\right)
$$

and assume that the set of measures

$$
\left\{P_{\theta}, \theta \in \Theta\right\}
$$

is such that $P_{\theta^{\prime}} \stackrel{\text { loc }}{\sim} P_{\theta}$ for each $\theta^{\prime} \neq \theta$.
Fix some value of the parameter $\theta$, say, $\theta_{0}$, and denote $P=P_{\theta_{0}}$. Then $P_{\theta} \sim P \forall \theta \in \Theta$. Now we assume that $(\Omega, \mathcal{F}, F, P)$ is a stochastic basis. Thus we obtain the previous model with reference measure $P$.

Remark 3.17. All the notation concerning the martingale theory that is used below can be found in [45, 67].

Let $P(t)=P\left|\mathcal{F}_{t}, P_{\theta}(t)=P_{\theta}\right| \mathcal{F}_{t}$ be the restrictions of the measures $P$ and $P_{\theta}$ to the $\sigma$-algebra $\mathcal{F}_{t}$, and let $\rho_{\theta}=\left(\rho_{\theta}(t)\right)_{t \geq 0}$ be the likelihood ratio process with cadlag trajectories. For simplicity we assume that $\rho_{\theta}(0)=1$. As is well known (see [48]),

$$
\rho_{\theta}:=\frac{d P_{\theta}}{d P}=\mathcal{E}\left(M_{\theta}\right):=\exp \left\{M_{\theta}-\frac{1}{2}\left\langle M_{\theta}^{c}\right\rangle\right\} \prod\left(1+\Delta M_{\theta}\right) e^{-\Delta M_{\theta}}
$$

where $M \in \mathcal{M}_{\mathrm{loc}}(P)$ is a local $P$-martingale.
(b) Let $Q$ be some other probability measure on $(\Omega, \mathcal{F}, F)$ such that $Q \stackrel{\text { loc }}{<} P$ and $\frac{d Q}{d P}=\mathcal{E}(M), M$ being a local $P$-martingale.

If $m$ is a local $P$-martingale, then the process (Girsanov transform)

$$
\begin{equation*}
L(m, M):=m-\frac{1}{1+\Delta M} \cdot[m, M]=m-\left\langle M^{c}, m^{c}\right\rangle-\sum \frac{\Delta m \Delta M}{1+\Delta M} \tag{3.77}
\end{equation*}
$$

is a local $Q$-martingale.
(c) An experiment $\mathcal{E}$ is said to be regular (see also [82]) if:

1. for each $t \geq 0$ ( $P$-a.s.), the function $\theta \rightarrow M_{\theta}(t, \omega)$ is continuously differentiable and the derivative $\dot{M}_{\theta}:=\frac{\partial}{\partial \theta} M_{\theta}$ is a local $P$-martingale $\forall \theta ;$
2. for all $t \geq 0$ ( $P$-a.s.), there exists $\frac{\partial}{\partial \theta} \ln \rho_{\theta}=L\left(\dot{M}_{\theta}, M_{\theta}\right) \in \mathcal{M}^{2}\left(P_{\theta}\right)$, the class of square-integrable $P_{\theta}$-martingales;
3. the Fisher information $I(\theta)=E_{\theta}\left\langle L\left(\dot{M}_{\theta}, M_{\theta}\right)\right\rangle$ is finite and positive.
(d) Consider the sequence of regular statistical models

$$
\mathcal{E}=\left\{\mathcal{E}_{n}\right\}_{n \geq 1}=\left\{\left(\Omega^{n}, \mathcal{F}^{n}, F^{n}=\left(\mathcal{F}_{t}^{n}\right)_{0 \leq t \leq T},\left\{P_{\theta}^{n}, \theta \in \Theta \subset \mathbb{R}_{1}\right\}, P^{n}\right)\right\}_{n \geq 1}
$$

where $T>0$ is a number.
Denote $c_{n}(\theta)=\left(I_{T}^{n}(\theta)\right)^{-1 / 2}=\left(E_{\theta}^{n}\left\langle L\left(\dot{M}_{\theta}^{n}, M_{\theta}^{n}\right)\right\rangle_{T}\right)^{-1 / 2}$. Then, if

$$
\begin{aligned}
& \text { (1) } \lim _{n \rightarrow \infty} c_{n}(\theta)=0, \\
& \text { (2) } c_{n}^{2}(\theta) \widehat{I}^{n}(\theta) \xrightarrow{P_{\theta}^{n}} 1 \quad \text { as } n \rightarrow \infty,
\end{aligned}
$$

where $\widehat{I}_{\theta}^{n}=\left\langle L\left(\dot{M}_{\theta}^{n}, M_{\theta}^{n}\right)\right\rangle_{T}$, then we call the sequence $\mathcal{E}=\left\{\mathcal{E}_{n}\right\}_{n \geq 1}$ ergodic.
3.3.2. CLAN estimators. Denote by $\mathcal{M}=\mathcal{M}\left(\left\{P_{\theta}^{n}\right\}_{n \geq 1}\right)$ the class of sequences of processes $L_{\theta}=$ $\left\{L_{\theta}^{n}\right\}_{n \geq 1}, L_{\theta}^{n}=\left(L_{\theta}^{n}(t), 0 \leq t \leq T\right)$ with the following properties:
(1) for each $n \geq 1, L_{\theta}^{n} \in \mathcal{M}^{2}\left(P_{\theta}^{n}\right)$;
(2) the sequence $\left\{L_{\theta}^{n}\right\}_{n \geq 1}$ satisfies the Lindeberg condition

$$
\begin{equation*}
\int_{0}^{T} \int_{|x|>\varepsilon} x^{2} \nu_{n}(d t, d x) \xrightarrow{P_{\rightarrow}^{n}} 0 \quad \text { as } n \rightarrow \infty \quad \forall \varepsilon \in(0,1], \tag{3.78}
\end{equation*}
$$

where $\nu_{n}$ is the compensator (with respect to the measure $P_{\theta}^{n}$ ) of the jump measure of the process $c_{n}(\theta) L_{\theta}^{n}$;
(3)

$$
\begin{equation*}
c_{n}^{2}(\theta)\left\langle L_{\theta}^{n}\right\rangle_{T} \xrightarrow{P_{\theta}^{n}} \Gamma_{L}(\theta) \quad \text { as } n \rightarrow \infty, \quad 0<\Gamma_{L}(\theta)<\infty ; \tag{3.79}
\end{equation*}
$$

$$
\begin{equation*}
c_{n}^{2}(\theta)\left\langle L_{\theta}^{n}, L\left(\dot{M}_{\theta}^{n}, M_{\theta}^{n}\right)\right\rangle_{T} \xrightarrow{P_{\theta}^{n}} \gamma_{L}(\theta) \quad \text { as } n \rightarrow \infty, \quad 0<\gamma_{L}(\theta)<\infty, \tag{4}
\end{equation*}
$$

$\Gamma_{L}(\theta)$ and $\gamma_{L}(\theta)$ are deterministic functions.
We assume that $\left\{L\left(\dot{M}_{\theta}^{n}, M_{\theta}^{n}\right)\right\}_{n \geq 1} \in \mathcal{M}\left(\left\{P_{\theta}^{n}\right\}_{n \geq 1}\right)$. Note that if $L_{\theta} \in \mathcal{M}\left(\left\{P_{\theta}^{n}\right\}_{n \geq 1}\right)$, then

$$
\begin{equation*}
\mathcal{L}\left(c_{n}(\theta) L_{\theta}^{n}(T) \mid P_{\theta}^{n}\right) \xrightarrow{\omega} \mathcal{N}\left(0, \Gamma_{L}(\theta)\right) \tag{3.81}
\end{equation*}
$$

as simply follows from the central limit theorem (CLT) for martingales (see, e.g., [45]).
The sequence $T^{L}=\left\{T_{n}^{L}\right\}_{n \geq 1}$ of $\mathcal{F}_{T}^{n}$-measurable random variables with values in $\Theta$ is called a CLAN estimator if for each $\theta \in \Theta$ there exists $L_{\theta} \in \mathcal{M}\left(\left\{P_{\theta}^{n}\right\}_{n \geq 1}\right)$ such that

$$
\begin{equation*}
T_{n}^{L}=\theta+\frac{L_{\theta}^{n}(T)}{\left\langle L_{\theta}^{n}, L\left(\dot{M}_{\theta}^{n}, M_{\theta}^{n}\right)\right\rangle_{T}}+R_{n}(\theta) \tag{3.82}
\end{equation*}
$$

where $c_{n}^{-1}(\theta) R_{n}(\theta) \xrightarrow{P_{G}^{n}} 0$ as $n \rightarrow \infty$.
It is obvious that

$$
\mathcal{L}\left(c_{n}^{-1}(\theta)\left(T_{n}^{L}-\theta \mid P_{\theta}^{n}\right) \xrightarrow{\omega} \mathcal{N}\left(0, \frac{\Gamma_{L}(\theta)}{\gamma_{L}^{2}(\theta)}\right) .\right.
$$

3.3.3. Shrinking neighborhoods. For each $n \geq 1$, denote by $\mathcal{P}_{\theta}^{n}:=\left\{\widetilde{P}_{\theta}^{n}: \widetilde{P}_{\theta}^{n} \sim P_{\theta}^{n}\right\}$ some neighborhood of the basic (core) probability measure $P_{\theta}^{n}$. We know that for each $\widetilde{P}_{\theta}^{n} \in \mathcal{P}_{\theta}^{n}$, there exists $\tilde{N}_{\theta}^{n} \in \mathcal{M}_{\mathrm{loc}}\left(P_{\theta}^{n}\right)$ such that

$$
\begin{equation*}
\frac{d \widetilde{P}_{\theta}^{n}}{d P_{\theta}^{n}}=\mathcal{E}\left(\widetilde{N}_{\theta}^{n}\right) \tag{3.83}
\end{equation*}
$$

If the martingale $\widetilde{N}_{\theta}^{n}$ has the form

$$
\begin{equation*}
\tilde{N}_{\theta}^{n}=c_{n}(\theta) N_{\theta}^{n} \tag{3.84}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{\widetilde{P}_{\theta}^{n}\right\} \triangleleft\left\{P_{\theta}^{n}\right\}, \tag{3.85}
\end{equation*}
$$

then we say that the sequence $\left\{\widetilde{P}_{\theta}^{n}\right\}_{n \geq 1}$ belongs to the set of shrinking neighborhoods of the core sequence $\left\{P_{\theta}^{n}\right\}_{n \geq 1}$.

For definiteness, denote such a set by $\mathcal{P}_{\theta}$ and each element of $\mathcal{P}_{\theta}$ by $\left\{\widetilde{P}_{\theta}^{n}\right\}_{n \geq 1}$ or by $\left\{P_{\theta}^{n, N}\right\}_{n \geq 1}$.
Proposition 3.5. Let $\left\{P_{\theta}^{n, N}\right\}_{n \geq 1} \in \mathcal{P}_{\theta}$ and $T^{L}=\left\{T_{n}^{L}\right\}_{n \geq 1}$ be the CLAN estimator with asymptotic expansion (3.82). Then

$$
\begin{equation*}
\mathcal{L}\left(\left.c_{n}^{-1}(\theta)\left(T_{n}^{L}-\theta\right)-\frac{\widetilde{B}_{T}^{n}}{c_{n}^{2}(\theta)\left\langle L_{\theta}^{n}, L\left(\dot{M}_{\theta}^{n}, M_{\theta}^{n}\right)\right\rangle_{T}} \right\rvert\, P_{\theta}^{n, N}\right) \stackrel{\omega}{\rightarrow} \mathcal{N}\left(0, \frac{\Gamma_{L}(\theta)}{\gamma_{L}^{2}(\theta)}\right), \tag{3.86}
\end{equation*}
$$

where $\widetilde{B}^{n}=\left(\widetilde{B}_{t}^{n}, 0 \leq t \leq T\right)$ is the first characteristic of the process $c_{n}(\theta) L_{\theta}^{n}$ with respect to the measure $P_{\theta}^{n, N}$.
Proof. Let $W=\left(W_{t}\right), 0 \leq t \leq T$, be a standard Wiener process defined on a stochastic basis $(\Omega, \mathcal{F}, F, P)$. Denote $M:=\sqrt{\frac{\Gamma_{L}(\theta)}{T}} W$. Then $C_{T}=E^{P}\left(M_{T}^{2}\right)=\Gamma_{L}(\theta)$. Further, denote $X^{n}=c_{n}(\theta) L_{\theta}^{n}$, and let

$$
C_{T}^{1, n}=C_{T}+\int_{0}^{T} \int_{|x| \leq 1} x^{2} \nu^{n}(d t, d x)-\sum_{0<t \leq T}\left(\int_{|x| \leq 1} x \nu^{n}(\{t\}, d x)\right)^{2}
$$

be the second modified characteristic of the semimartingale $X^{n}$ with respect to the truncation function $h(x)=x I_{\{|x| \leq 1\}}$.

Then by conditions (3.78) and (3.79), $I_{\{|x| \geq \varepsilon\}} \cdot \nu_{T}^{n} \xrightarrow{P_{\theta}^{n}} 0$ as $n \rightarrow \infty \forall \varepsilon \in(0,1]$ and $C_{T}^{1, n} \xrightarrow{P_{G}^{n}} C_{T}=\Gamma_{L}(\theta)$.
Hence (see [45])

$$
X_{T}^{n}-\widetilde{B}_{T}^{n} \xrightarrow{\mathcal{L}\left(T \mid P_{n}^{n, N}\right)} M_{T},
$$

where $\widetilde{B}_{T}^{n}=-\int_{0}^{T} \int_{|x| \geq 1} x \widetilde{\nu}^{n}(d t, d x)$ is a first characteristic of the process $X^{n}$ with respect to the measure $P_{\theta}^{n, N}$.

Now the desirable follows from conditions (3.82) and (3.83).

Proposition 3.6. Let the sequence $\left\{\widetilde{P}_{\theta}^{n}\right\}$ be such that for each $n \geq 1, \widetilde{P}_{\theta}^{n} \in \mathcal{P}_{\theta}^{n}$, (3.83)-(3.84) are satisfied, $N_{\theta}^{n} \in \mathcal{M}^{2}\left(P_{\theta}^{n}\right)$, and

$$
\begin{equation*}
\lim _{d \rightarrow \infty} \varlimsup_{n \rightarrow \infty} \widetilde{P}_{\theta}^{n}\left\{c_{n}^{2}(\theta)\left\langle N_{\theta}^{n}\right\rangle_{T}>d\right\}=0 \tag{3.87}
\end{equation*}
$$

Let $T^{L}=\left\{T_{n}^{L}\right\}_{n \geq 1}$ be a CLAN estimator with asymptotic expansion (3.82). Then:
(1) $\left\{\widetilde{P}_{\theta}^{n}\right\} \triangleleft\left\{P_{\theta}^{n}\right\}$, and, therefore, $\left\{\widetilde{P}_{\theta}^{n}\right\} \in \mathcal{P}_{\theta}$;
(2) relation (3.86) remains true with $c_{n}^{2}(\theta)\left\langle L_{\theta}^{n}, N_{\theta}^{n}\right\rangle_{T}$ instead of $\widetilde{B}_{T}^{n}$;
(3) if, in addition, there exists a deterministic limit

$$
\begin{equation*}
\beta_{L, N}(\theta)=\widetilde{P}_{\theta}^{n}-\lim _{n \rightarrow \infty} c_{n}^{2}(\theta)\left\langle L_{\theta}^{n}, N_{\theta}^{n}\right\rangle_{T} \tag{3.88}
\end{equation*}
$$

$\left(\widetilde{P}_{\theta}^{n}-\lim _{n \rightarrow \infty}\right.$ denotes the limit in probability), then

$$
\begin{equation*}
\mathcal{L}\left(c_{n}^{-1}(\theta)\left(T_{n}^{L}-\theta\right) \mid \widetilde{P}_{\theta}^{n}\right) \stackrel{\omega}{\rightarrow} \mathcal{N}\left(\frac{\beta_{L, N}(\theta)}{\gamma_{L}(\theta)}, \frac{\Gamma_{L}(\theta)}{\gamma_{L}^{2}(\theta)}\right) \tag{3.89}
\end{equation*}
$$

Proof. Denote $X^{n}=c_{n}(\theta) L_{\theta}^{n}$. For each $n \geq 1$, the process $X^{n}$ is a semimartingale with a triplet of predictable characteristics $\left(-x I_{\{|x| \geq 1\}} \cdot \nu^{n}, c_{n}^{2}\left\langle L_{\theta}^{n, c}\right\rangle, \nu^{n}\right)$ (with respect to the measure $P_{\theta}^{n}$ ).
(1) The following necessary and sufficient condition for $\left\{\widetilde{P}_{\theta}^{n}\right\} \triangleleft\left\{P_{\theta}^{n}\right\}$ is well known (see, e.g., [45]):

$$
\begin{gather*}
\lim _{\eta \rightarrow \infty} \lim _{n \rightarrow \infty} \widetilde{P}_{\theta}^{n}\left(h_{T}\left(\frac{1}{2} ; \widetilde{P}_{\theta}^{n}, P_{\theta}^{n}\right) \geq \eta\right)=0  \tag{3.90}\\
\lim _{\eta \rightarrow \infty} \lim _{n \rightarrow \infty} \widetilde{P}_{\theta}^{n}\left(\sup _{t \leq T} \alpha_{n}(t) \geq \eta\right)=0 \tag{3.91}
\end{gather*}
$$

where $\left(h_{t}\left(\frac{1}{2} ; \widetilde{P}_{\theta}^{n}, P_{\theta}^{n}\right)\right), 0 \leq t \leq T$, is the Hellinger process of order $\frac{1}{2}$, and $\alpha_{n}(t)=\widetilde{\rho}_{\theta}^{n}(t) / \rho_{\theta}^{n}(t-)$, where

$$
\widetilde{\rho}_{\theta}^{n}=\frac{d \widetilde{P}_{\theta}^{n}}{d P_{\theta}^{n}}=\mathcal{E}\left(c_{n}(\theta) N_{\theta}^{n}\right)
$$

It can be easily seen that

$$
\begin{equation*}
h\left(\frac{1}{2} ; \widetilde{P}_{\theta}^{n}, P_{\theta}^{n}\right) \leq \frac{1}{2} c_{n}^{2}(\theta)\left\langle N_{\theta}^{n}\right\rangle \tag{3.92}
\end{equation*}
$$

Indeed,

$$
h\left(\frac{1}{2} ; \widetilde{P}_{\theta}^{n}, P_{\theta}^{n}\right)=\frac{1}{8} c_{n}^{2}(\theta)\left\langle N_{\theta}^{n, c}\right\rangle+\frac{1}{2}\left(\sum\left(1-\sqrt{1+c_{n}(\theta) \Delta N_{\theta}^{n}}\right)^{2}\right)^{p, P_{\theta}^{n}}
$$

But, since $(1-\sqrt{1+x})^{2} \leq \frac{x^{2}}{(1+\sqrt{1+x})^{2}} \leq x^{2}$ for $x \geq-1$, we have

$$
\begin{equation*}
h\left(\frac{1}{2} ; \widetilde{P}_{\theta}^{n}, P_{\theta}^{n}\right) \leq \frac{1}{8} c_{n}^{2}(\theta)\left\langle N_{\theta}^{n, c}\right\rangle+\frac{1}{2}\left(\sum c_{n}^{2}(\theta)\left(\Delta N_{\theta}^{n}\right)^{2}\right)^{p, P_{\theta}^{n}} \leq \frac{1}{2} c_{n}^{2}(\theta)\left\langle N_{\theta}^{n}\right\rangle \tag{3.93}
\end{equation*}
$$

Further,

$$
\begin{gather*}
\widetilde{P}_{\theta}^{n}\left(\sup _{t \leq T} \alpha_{n}(t) \geq \eta\right)=\widetilde{P}_{\theta}^{n}\left(\sup _{t \leq T}\left(1+c_{n}(\theta) \Delta N_{\theta}^{n}(t)\right) \geq \eta\right) \\
\leq \widetilde{P}_{\theta}^{n}\left(\sup _{t \leq T} c_{n}^{2}(\theta)\left(\Delta N_{\theta}^{n}(t)\right)^{2} \geq \eta-1\right) \leq \widetilde{P}_{\theta}^{n}\left(\sum_{t \leq T} c_{n}^{2}(\theta)\left(\Delta N_{\theta}^{n}(t)\right)^{2} \geq \eta-1\right) \tag{3.94}
\end{gather*}
$$

By virtue of the Lenglart inequality, for any $\delta>0$ we have

$$
\begin{equation*}
\widetilde{P}_{\theta}^{n}\left(\sum_{t \leq T} c_{n}^{2}(\theta)\left(\Delta N_{\theta}^{n}(t)\right)^{2} \geq \eta\right) \leq \frac{d}{\eta}+\widetilde{P}_{\theta}^{n}\left(\left(\sum_{t \leq T} c_{n}^{2}(\theta)\left(\Delta N_{\theta}^{n}(t)\right)^{2}\right)^{p, P_{\theta}^{n}} \geq d\right) \tag{3.95}
\end{equation*}
$$

Now assertion (1) follows from (3.90)-(3.95) and (3.87).
(2) Now we show that

$$
\begin{equation*}
\left|\widetilde{B}_{T}^{n}-c_{n}^{2}(\theta)\left\langle L_{\theta}^{n}, N_{\theta}^{n}\right\rangle_{T}\right| \xrightarrow{\widetilde{P}_{\theta}^{n}} 0 \quad \text { as } n \rightarrow \infty . \tag{3.96}
\end{equation*}
$$

Denote $\bar{X}^{n}=X^{n}-\sum \Delta X^{n} I_{\left\{\left|\Delta X^{n}\right| \geq 1\right\}}$. Since $\bar{X}^{n}$ is a special semimartingale, the unique decomposition

$$
\bar{X}^{n}=\bar{M}^{n}+\bar{A}^{n}
$$

takes place with a predictable $\bar{A}^{n}$.
Rewrite $\bar{X}^{n}$ as follows:

$$
\bar{X}^{n}=X^{n}-x I_{\{|x| \geq 1\}} *\left(\mu^{n}-\nu^{n}\right)-x I_{\{|x| \geq 1\}} * \nu^{n}
$$

We have

$$
\bar{M}^{n}=X^{n}-x I_{\{|x| \geq 1\}} *\left(\mu^{n}-\nu^{n}\right)
$$

Further, applying the triplet transformation formulas under an absolutely continuous change of measure, we obtain

$$
\widetilde{B}^{n}=B^{n}+c_{n}(\theta)\left\langle\bar{M}^{n}, N_{\theta}^{n}\right\rangle .
$$

Hence

$$
\widetilde{B}^{n}-c_{n}^{2}(\theta)\left\langle L_{\theta}^{n}, N_{\theta}^{n}\right\rangle=B^{n}-c_{n}(\theta)\left\langle X^{n}-\bar{M}^{n}, N_{\theta}^{n}\right\rangle .
$$

By the Lindeberg condition and the contiguity $\left\{\widetilde{P}_{\theta}^{n}\right\} \triangleleft\left\{P_{\theta}^{n}\right\}$, we have

$$
B_{T}^{n} \xrightarrow{\widetilde{P}_{n}^{n}} 0 .
$$

Further,

$$
\left\langle X^{n}-\bar{M}^{n}\right\rangle=x^{2} I_{\{|x| \geq 1\}} * \nu^{n}-\sum_{t \leq \cdot}\left(\int x I_{\{|x| \geq 1\}} \cdot \nu^{n}(\{t\}, d x)\right)^{2}
$$

Again, the Lindeberg condition and the contiguity yield

$$
\begin{equation*}
\left\langle X^{n}-\bar{M}^{n}\right\rangle_{T} \xrightarrow{\widetilde{P}_{n}^{n}} 0 . \tag{3.97}
\end{equation*}
$$

But by the Kunita-Watanabe inequality, (3.97), and (3.87), we obtain

$$
c_{n}^{2}(\theta)\left\langle X^{n}-\bar{M}^{n}, N_{\theta}^{n}\right\rangle_{T}^{2} \leq\left\langle X^{n}-\bar{M}^{n}\right\rangle_{T} c_{n}^{2}(\theta)\left\langle N_{\theta}^{n}\right\rangle_{T} \xrightarrow{\widetilde{P}_{\theta}^{n}} 0 \quad \text { as } n \rightarrow \infty .
$$

Assertion (2) is proved.
Assertion (3) is an easy consequence of assertion (2).
Denote the measure $\widetilde{P}_{\theta}^{n}:=P_{\theta}^{n, N}$. For the validity of (3.88), the existence of the deterministic limit with respect to $\left\{P_{\theta}^{n}\right\}_{n \geq 1}$ is sufficient.

Now (3.89) implies simply that

$$
\begin{equation*}
\lim _{a \rightarrow \infty} \lim _{n \rightarrow \infty} E_{\theta}^{n, N}\left\{\left(c_{n}^{-1}(\theta)\left(T_{n}^{L}-\theta\right)\right)^{2} \wedge a\right\}=D(L, N, \theta) \tag{3.98}
\end{equation*}
$$

where $E_{\theta}^{n, N}$ is the expectation with respect to the measure $P_{\theta}^{n, N}$ and

$$
\begin{equation*}
D(L, N, \theta)=\frac{\beta_{L, N}^{2}(\theta)+\Gamma_{L}(\theta)}{\gamma_{L}^{2}(\theta)} \tag{3.99}
\end{equation*}
$$

3.3.4. Optimization criteria. Denote $\mathcal{N}=\mathcal{N}\left(\left\{P_{\theta}^{n}\right\}_{n \geq 1}\right)$ the class of sequences of processes $\tilde{N}_{\theta}=$ $\left\{\widetilde{N}_{\theta}^{n}\right\}_{n \geq 1}$ satisfying conditions (3.84), (3.85), and (3.88), and, moreover, such that the process $\mathcal{E}\left(\widetilde{N}_{\theta}^{n}\right)$ from (3.83) is a uniformly integrable martingale with $\inf _{t} \mathcal{E}_{t}\left(\widetilde{N}_{\theta}^{n}\right)>0$.

Further, suppose that for each $n \geq 1, \widetilde{N}_{\theta}^{n} \in \mathcal{N}_{R}^{n}, R>0$, is some domain in $\mathcal{M}^{2}\left(P_{\theta}^{n}\right)$. Consideration of such a set $\mathcal{N}_{R}^{n}$ is needed if we want to obtain a nontrivial optimization problem.
Remark 3.18. Under the above-mentioned conditions we obtain that: (1) $\widetilde{P}_{\theta}^{n}$ defined by (3.83) is a probability measure, equivalent to $P_{\theta}^{n}$; (2) $\left\{\widetilde{P}_{\theta}^{n}\right\} \triangleleft\left\{P_{\theta}^{n}\right\}$ and, therefore, $D(L, N, \theta)$, given by (3.99), has the statistical meaning of a risk functional (see (3.98)).

The CLAN estimator $T^{*}=\left\{T_{n}^{*}\right\}_{n \geq 1}$ is called $(\mathcal{M}, \mathcal{N})$-optimal in the minimax sense over the class of CLAN estimators $\left\{T^{L}, L \in \mathcal{M}\left(\left\{P_{\theta}^{n}\right\}_{n \geq 1}\right)\right\}$ for each $\theta \in \Theta$,

$$
\begin{gather*}
\forall \varepsilon>0, \quad \forall L \in \mathcal{M}, \quad \exists N^{\varepsilon, L} \in \mathcal{N}, \quad \forall N \in \mathcal{N} \\
\lim _{a \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{E_{\theta}^{n, N}\left(\left(c_{n}^{-1}(\theta)\left(T_{n}^{*}-\theta\right)\right)^{2} \wedge a\right)}{E_{\theta}^{n, N^{\varepsilon, L}}\left(\left(c_{n}^{-1}(\theta)\left(T_{n}^{*}-\theta\right)\right)^{2} \wedge a\right)} \leq 1+\varepsilon . \tag{3.100}
\end{gather*}
$$

The score sequence $L_{\theta}^{*}=\left\{L_{\theta}^{*, n}\right\}_{n \geq 1} \in \mathcal{M}\left(\left\{P_{\theta}^{n}\right\}_{n \geq 1}\right)$ is said to be $(\mathcal{M}, \mathcal{N})$-optimal in the minimax sense if for each $\theta \in \Theta$

$$
\begin{equation*}
\sup _{N \in \mathcal{N}} D\left(L^{*}, N, \theta\right)=\inf _{L \in \mathcal{M}} \sup _{N \in \mathcal{N}} D(L, N, \theta) . \tag{3.101}
\end{equation*}
$$

It is obvious that if a score sequence $L_{\theta}^{*}$ is optimal and the corresponding CLAN estimator exists, then $T^{*}=T^{L^{*}}$ is also optimal.

Introduce the strong ergodicity condition: let for $\forall K_{\theta}^{n}$ and $R_{\theta}^{n} \in \mathcal{M}^{2}\left(P_{\theta}^{n}\right)$

$$
\begin{equation*}
P_{\theta^{-}}^{n} \lim _{n \rightarrow \infty} c_{n}^{2}(\theta)\left\langle K_{\theta}^{n}, R_{\theta}^{n}\right\rangle_{T}=C \Leftrightarrow \lim _{n \rightarrow \infty} E_{\theta}^{n} c_{n}^{2}(\theta)\left\langle K_{\theta}^{n}, R_{\theta}^{n}\right\rangle_{T}=C \tag{3.102}
\end{equation*}
$$

( $C \geq 0$ is some constant).
Denote

$$
\begin{equation*}
D_{n}\left(L^{n}, N^{n}, \theta\right)=\frac{\left(E_{\theta}^{n}\left\langle L_{\theta}^{n}, N_{\theta}^{n}\right\rangle_{T}\right)^{2}+E_{\theta}^{n}\left\langle L_{\theta}^{n}\right\rangle_{T}}{\left(E_{\theta}^{n}\left\langle L_{\theta}^{n}, L\left(\dot{M}_{\theta}^{n}, M_{\theta}^{n}\right)\right\rangle_{T}\right)^{2}} . \tag{3.103}
\end{equation*}
$$

Obviously, under condition (3.102),

$$
\begin{equation*}
D(L, N, \theta)=\lim _{n \rightarrow \infty} D_{n}\left(L^{n}, N^{n}, \theta\right) \tag{3.104}
\end{equation*}
$$

3.3.5. Calculation of the explicit form of the risk functional $D_{n}\left(L^{n}, N^{n}, \theta\right)$. At the beginning of this section the index $n$ is fixed and omitted.

Consider the statistical model (3.76) (see also Remark 3.16) associated with the one-dimensional $F$-adapted cadlag process $X=\left(X_{t}\right), 0 \leq t \leq T$, in the following way: for each $\theta \in \Theta, P_{\theta}$ is the unique measure on $(\Omega, \mathcal{F})$ such that the process $X$ is a $\left(P_{\theta}, F\right)$-semimartingale with predictable characteristics $\left(B(\theta), C(\theta), \nu_{\theta}\right)$ (with respect to the truncation function $\left.h(x)=x I_{\{|x| \leq 1\}}\right)$. Assume for convenience that all measures $P_{\theta}$ coincide on $\mathcal{F}_{0}$. Also, we assume that under the measure $P, X$ is a semimartingale with triplet $B=B(0), C=C(0), \nu=\nu_{0}$.

We know ([45], Ch. III) that in this situation there exist a $\widetilde{\mathcal{P}}$-measurable positive function

$$
Y_{\theta}=\left\{Y_{\theta}(\omega, t, x),(\omega, t, x) \in \Omega \times \mathbb{R}_{+} \times \mathbb{R}_{1}\right\}
$$

and a predictable process $\left(\beta_{\theta}(t)\right), 0 \leq t \leq T$, with

$$
\begin{gathered}
\left|h\left(Y_{\theta}-1\right)\right| * \nu \in \mathcal{A}_{\mathrm{loc}}(P), \\
\beta_{\theta}^{2} \cdot C \in \mathcal{A}_{\mathrm{loc}}^{+}(P),
\end{gathered}
$$

such that the following is true:

$$
\begin{align*}
& \text { (1) } B(\theta)=B+\beta_{\theta} \cdot C+h\left(Y_{\theta}-1\right) * \nu, \\
& \text { (2) } C(\theta)=C,  \tag{3.105}\\
& \text { (3) } \nu_{\theta}=Y_{\theta} * \nu, \quad Y_{\theta}>0 .
\end{align*}
$$

In addition, the function $Y_{\theta}$ can be chosen in such a way that

$$
a(t):=\nu\left(\{t\}, \mathbb{R}_{1}\right)=1 \Leftrightarrow a_{\theta}(t):=\nu_{\theta}\left(\{t\}, \mathbb{R}_{1}\right)=\widehat{Y}_{\theta}(t)=\int Y_{\theta}(t, x) \nu(\{t\}, d x)=1 .
$$

If the measure $P$ is such that any $(P, F)$-local martingale admits the integral representation property with respect to $X$, then the likelihood-ratio process can be given by the explicit formula

$$
\rho_{\theta}=\frac{d P_{\theta}}{d P}=\mathcal{E}\left(M_{\theta}\right),
$$

where

$$
\begin{equation*}
M_{\theta}=\beta_{\theta} \cdot X^{c}+\left(Y_{\theta}-1+\frac{\widehat{Y}_{\theta}-a}{1-a}\right) *(\mu-\nu) \in \mathcal{M}_{\mathrm{loc}}(P) \tag{3.106}
\end{equation*}
$$

(with the usual convention $\frac{0}{0}=0$ ).
Assume that our statistical model is regular. Thus we assume that for almost all ( $\omega, t, x$ ) (with respect to the corresponding Dolean's measure), the functions $\beta_{\theta}: \theta \leadsto \beta_{\theta}(\omega, t)$ and $Y_{\theta}: \theta \leadsto Y_{\theta}(\omega, t, x)$ are continuously differentiable (we denote $\dot{\beta}_{\theta}=\frac{\partial}{\partial \theta} \beta_{\theta}$ and $\dot{Y}_{\theta}=\frac{\partial}{\partial \theta} Y_{\theta}$ ) and the differentiation under the integral sign is possible.

Let us calculate

$$
\frac{\partial}{\partial \theta} \ln \rho_{\theta}=\dot{M}_{\theta}-\left\langle\dot{M}_{\theta}^{c}, M_{\theta}^{c}\right\rangle-\sum \frac{\Delta \dot{M}_{\theta} \Delta M_{\theta}}{1+\Delta M_{\theta}}=L\left(\dot{M}_{\theta}, M_{\theta}\right) .
$$

Below we use the following proposition.
Proposition 3.7. Let $P$-martingales $m$ and $M$ admit integral representations

$$
\begin{align*}
& m=\beta \cdot n+\psi *(\mu-\nu), \\
& M=\gamma \cdot n+\chi *(\mu-\nu), \tag{3.107}
\end{align*}
$$

where $n$ is a continuous $P$-martingale, $\mu$ is an integer-valued measure on $[0, T] \times E, E=\mathbb{R}_{1} \backslash\{0\}$, and $\nu$ is its $P$-compensator.

Let $\widetilde{P}$ be a measure, $\widetilde{P} \sim P$ with

$$
\frac{d \widetilde{P}}{d P}=\mathcal{E}(M)
$$

Then for the Girsanov transform $L(m, M)\left(\in \mathcal{M}_{\mathrm{loc}}(\widetilde{P})\right.$, see (3.77)) we have

$$
\begin{equation*}
L(m, M)=\beta \cdot(n-\gamma \cdot\langle n\rangle)+\Phi *(\mu-\widetilde{\nu}), \tag{3.108}
\end{equation*}
$$

where $\widetilde{\nu}$ is the $\widetilde{P}$-compensator of the measure $\mu$ and

$$
\begin{equation*}
\Phi=\frac{\psi-\widehat{\psi}}{1+\chi-\widehat{\chi}}+\frac{\widehat{\psi}}{1-\widehat{\chi}} \cdot I_{\{\hat{\chi}<1\}} \tag{3.109}
\end{equation*}
$$

with

$$
\widehat{\psi}(t)=\int_{E} \psi(t, x) \nu(\{t\}, d x), \quad \widehat{\chi}(t)=\int_{E} \chi(t, x) \nu(\{t\}, d x) .
$$

Proof. First, we note that

$$
1+\chi-\widehat{\chi}>0,
$$

since $M$ is a density-determining martingale and $\widetilde{P} \sim P$. Further, from the definition of the Girsanov transform (3.77) we easily obtain

$$
\begin{equation*}
\Delta_{t} L^{d}(m, M)=\frac{\psi\left(t, \beta_{t}\right) I_{D}-\widehat{\psi}(t)}{1+\chi\left(t, \beta_{t}\right) I_{D}-\widehat{\chi}(t)} \tag{3.110}
\end{equation*}
$$

where $D=\{(\omega, t): \mu(\{t\}, E)=1\}$ with the Dirac measure $\mu(\{t\}, d x)=\delta_{\beta_{t}}(d x)$.
On the other hand,

$$
\begin{equation*}
\Delta_{t} \Phi *(\mu-\widetilde{\nu})=\Phi\left(t, \beta_{t}\right) I_{D}-\widehat{\widetilde{\Phi}}(t) \tag{3.111}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{\widetilde{\Phi}}(t)=\int_{E} \Phi(t, x) \widetilde{\nu}(\{t\}, d x)=\frac{\widehat{\psi}(t)}{1-\widehat{\chi}(t)} \cdot I_{\{\hat{\chi}(t)<1\}} . \tag{3.112}
\end{equation*}
$$

Now, substituting (3.109) and (3.112) into (3.111), we obtain

$$
\Delta_{t} L^{d}(m, M)=\Delta_{t} \Phi *(\mu-\nu)
$$

and, hence, the purely discontinuous part of the $\widetilde{P}$-martingale $L(m, M)$ is equal to $\Phi *(\mu-\widetilde{\nu})$. The continuous part

$$
L^{c}(m, M)=m^{c}-\left\langle m^{c}, M^{c}\right\rangle=\beta \cdot n-\beta \gamma \cdot\langle n\rangle .
$$

From (3.106) we have

$$
\begin{equation*}
\dot{M}_{\theta}=\dot{\beta}_{\theta} \cdot X^{c}+\left(\dot{Y}_{\theta}+\frac{\dot{\hat{Y}}_{\theta}}{1-a}\right) *(\mu-\nu) . \tag{3.113}
\end{equation*}
$$

Note that $\widehat{Y}_{\theta}(t)=\int Y_{\theta}(t, x) \nu(\{t\}, d x)\left(:=a_{\theta}(t)\right)$. Hence

$$
\dot{\hat{Y}}_{\theta}(t)=\hat{\dot{Y}}_{\theta}(t)=\dot{a}_{\theta}(t) .
$$

Now from (3.106), (3.113), and (3.108) we obtain

$$
\begin{equation*}
L\left(\dot{M}_{\theta}, M_{\theta}\right)=\dot{\beta}_{\theta}\left(X^{c}-\beta_{\theta} \cdot C\right)+\Phi_{\theta} *\left(\mu-\nu_{\theta}\right), \tag{3.114}
\end{equation*}
$$

where

$$
\Phi_{\theta}=\frac{\dot{Y}_{\theta}}{Y_{\theta}}+\frac{\dot{a}_{\theta}}{1-a_{\theta}} \cdot I_{\left\{a_{\theta}<1\right\}}
$$

with $I_{\left\{a_{\theta}=1\right\}} \dot{a}_{\theta}=0$.
We give a more detailed description of the function $\Phi_{\theta}$.
For this purpose, recall (see [45]) that one can choose a version of characteristics $C(\theta)$ and $\nu_{\theta}$ such that

$$
\begin{aligned}
C_{t}(\theta) & =\left(c^{\theta} \cdot A^{\theta, c}\right)_{t} \\
\nu_{\theta}(\omega, d t, d x) & =d A_{t}^{\theta}(\omega) B_{\omega, t}^{\theta}(d x)\left(=\nu_{\theta}^{c}(\omega, d t, d x)+\nu_{\theta}^{d}(\omega, d t, d x)\right) \\
& =\nu_{\theta}^{c}(\omega, d t, d x)+d A_{t}^{\theta, d}(\omega) B_{\omega, t}^{\theta}(d x),
\end{aligned}
$$

where $\nu_{\theta}^{c}=I_{\left\{a_{\theta}=0\right\}} \nu_{\theta}$ is a continuous part of $\nu_{\theta}$, the process $A^{\theta}=\left(A_{t}^{\theta}\right)_{0 \leq t \leq T} \in \mathcal{A}_{\text {loc }}^{+}, c^{\theta}=\left(c_{t}^{\theta}\right), 0 \leq t \leq T$, is a nonnegative predictable process, and $B_{\omega, t}^{\theta}(d x)$ is a transition kernel from $\left(\Omega \times \mathbb{R}_{1}, \mathcal{P}\right)$ into $\left(\mathbb{R}_{1}, \mathcal{B}\left(\mathbb{R}_{1}\right)\right)$ with $B_{\omega, t}^{\theta}(\{0\})=0$ and $\Delta A_{t}^{\theta} B_{\omega, t}^{\theta}\left(\mathbb{R}_{1}\right) \leq 1$.

Now for each integrable (with respect to $\left.\nu_{\theta}\right)$ function $\psi=(\psi(\omega, t, x))$ we have

$$
\begin{align*}
\left(\psi * \nu_{\theta}\right)_{t} & =\left(\psi * \nu_{\theta}^{c}\right)_{t}+\int_{0}^{t} \int_{\mathbb{R}_{1}} \psi(\omega, s, x) B_{\omega, s}^{\theta}(d x) d A_{s}^{\theta, d} \\
& =\left(\psi * \nu_{\theta}^{c}\right)_{t}+\sum_{s \leq t} B_{\omega, s}^{\theta}\left(\mathbb{R}_{1}\right)\left(\int_{\mathbb{R}_{1}} \psi(\omega, s, x) q_{\omega, s}^{\theta}(d x)\right) \Delta A_{s}^{\theta} \\
& =\left(\psi * \nu_{\theta}^{c}\right)_{t}+\sum_{s \leq t} a_{\theta}(s) \int_{\mathbb{R}_{1}} \psi(\omega, s, x) q_{\omega, s}^{\theta}(d x), \tag{3.115}
\end{align*}
$$

where

$$
\begin{equation*}
a_{\theta}(t)=\Delta A_{t}^{\theta} B_{\omega, t}^{\theta}\left(\mathbb{R}_{1}\right) \tag{3.116}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{\omega, t}^{\theta}(d x) I_{\left\{a_{\theta}(t)>0\right\}}=\frac{B_{\omega, t}^{\theta}(d x)}{B_{\omega, t}^{\theta}\left(\mathbb{R}_{1}\right)} I_{\left\{a_{\theta}(t)>0\right\}} \tag{3.117}
\end{equation*}
$$

Thus, $q_{\omega, t}^{\theta}(d x)$ is a probability measure:

$$
I_{\left\{a_{\theta}(t)>0\right\}} \int_{\mathbb{R}_{1}} q_{\omega, t}^{\theta}(d x)=I_{\left\{a_{\theta}(t)>0\right\}} .
$$

Denote

$$
\frac{d \nu_{\theta}^{c}}{d \nu^{c}}:=F_{\theta}, \quad \frac{q_{\omega, t}^{\theta}(d x)}{q_{\omega, t}(d x)}=f_{\theta}(\omega, t, x) \quad\left(\text { simply } f_{\theta}\right)
$$

Then we have

$$
\begin{gathered}
Y_{\theta}=F_{\theta} I_{\{a=0\}}+\frac{a_{\theta}}{a} f_{\theta} I_{\{a>0\}}, \\
\dot{Y}_{\theta}=\dot{F}_{\theta} I_{\{a=0\}}+\left(\frac{\dot{a}_{\theta}}{a} f_{\theta}+\frac{a_{\theta}}{a} \dot{f}_{\theta}\right) I_{\{a>0\}} .
\end{gathered}
$$

Therefore (recall that $Y_{\theta}>0$ ),

$$
\begin{equation*}
\Phi_{\theta}=\frac{\dot{F}_{\theta}}{F_{\theta}} I_{\left\{a_{\theta}=0\right\}}+\left(\frac{\dot{f}_{\theta}}{f_{\theta}}++\frac{\dot{a}_{\theta}}{a_{\theta}\left(1-a_{\theta}\right)} \cdot I_{\left\{a_{\theta}<1\right\}}\right) I_{\left\{a_{\theta}>0\right\}} . \tag{3.118}
\end{equation*}
$$

Denote

$$
l_{c}^{\theta}=\dot{\beta}_{\theta}, \quad l_{\pi}^{\theta}=\frac{\dot{F}_{\theta}}{F_{\theta}}, \quad l_{\delta}^{\theta}=\frac{\dot{f}_{\theta}}{f_{\theta}}, \quad l_{b}^{\theta}=\frac{\dot{a}_{\theta}}{a_{\theta}\left(1-a_{\theta}\right)} .
$$

Then

$$
\begin{equation*}
L\left(\dot{M}_{\theta}, M_{\theta}\right)=l_{c}^{\theta}\left(X^{c}-\beta_{\theta} \cdot C\right)+\left(l_{\pi}^{\theta} I_{\left\{a_{\theta}=0\right\}}+l_{\delta}^{\theta} I_{\left\{a_{\theta}>0\right\}}+l_{b}^{\theta} I_{\left\{0<a_{\theta}<1\right\}}\right) *\left(\mu-\nu_{\theta}\right) . \tag{3.119}
\end{equation*}
$$

Further, let $\widetilde{P}_{\theta} \sim P$ and

$$
\frac{d \widetilde{P}_{\theta}}{d P}=\mathcal{E}\left(\widetilde{M}_{\theta}\right)
$$

with

$$
\widetilde{M}_{\theta}=\widetilde{\beta}_{\theta} \cdot X^{c}+\left(\widetilde{Y}_{\theta}-1+\frac{\widehat{\tilde{Y}}_{\theta}-a}{1-a}\right)(\mu-\nu)
$$

(cf. (3.106)).
Then it is easy to see that

$$
\frac{d \widetilde{P}_{\theta}}{d P_{\theta}}=\mathcal{E}\left(L\left(\widetilde{M}_{\theta}-M_{\theta}, M_{\theta}\right)\right)=\mathcal{E}\left(\widetilde{N}_{\theta}\right)
$$

with $\widetilde{N}_{\theta} \in \mathcal{M}_{\mathrm{loc}}\left(P_{\theta}\right)$, and, therefore,

$$
\begin{align*}
\widetilde{N}_{\theta} & =\left(\widetilde{\beta}_{\theta}-\beta_{\theta}\right)\left(X^{c}-\beta_{\theta} \cdot C\right)+\left[\left(\frac{\widetilde{F}_{\theta}}{F_{\theta}}-1\right) I_{\left\{a_{\theta}=1\right\}}\right. \\
& \left.+\left(\frac{\widetilde{a}_{\theta} \widetilde{f}_{\theta}}{a_{\theta} f_{\theta}}-1\right) I_{\left\{a_{\theta}>0\right\}}+\frac{\widetilde{a}_{\theta}-a_{\theta}}{1-a_{\theta}} I_{\left\{0<a_{\theta}<1\right\}}\right] *\left(\mu-\nu_{\theta}\right) . \tag{3.120}
\end{align*}
$$

Starting from Eqs. (3.119) and (3.120), it is natural to represent the core martingale $L_{\theta}$ and martingale $N_{\theta}$ (for definitions see previous Subsections 3.3.2 and 3.3.3) as follows:

$$
\begin{equation*}
L_{\theta}=\psi_{c}^{\theta}\left(X^{c}-\beta_{\theta} \cdot C\right)+\left(\psi_{\pi}^{\theta} I_{\left\{a_{\theta}=0\right\}}+\psi_{\delta}^{\theta} I_{\left\{a_{\theta}>0\right\}}+\psi_{b}^{\theta} I_{\left\{0<a_{\theta}<1\right\}}\right) *\left(\mu-\nu_{\theta}\right), \tag{3.121}
\end{equation*}
$$

where $\psi_{\alpha}^{\theta}=\psi_{\alpha}^{\theta}(\omega, t)$ if $\alpha=c, b ; \psi_{\alpha}^{\theta}=\psi_{\alpha}^{\theta}(\omega, t, x)$ if $\alpha=\pi, \delta$, and $\widehat{\psi}_{\delta}^{\theta}=0$;

$$
\begin{equation*}
N_{\theta}=H_{c}^{\theta}\left(X^{c}-\beta_{\theta} \cdot C\right)+\left(H_{\pi}^{\theta} I_{\left\{a_{\theta}=0\right\}}+H_{\delta}^{\theta} I_{\left\{a_{\theta}>0\right\}}+H_{b}^{\theta} I_{\left\{0<a_{\theta}<1\right\}}\right) *\left(\mu-\nu_{\theta}\right), \tag{3.122}
\end{equation*}
$$

where $H_{\alpha}^{\theta}=H_{\alpha}^{\theta}(\omega, t)$ if $\alpha=c, b ; H_{\alpha}^{\theta}=H_{\alpha}^{\theta}(\omega, t, x)$ if $\alpha=\pi, \delta$, and $\widehat{H}_{\delta}^{\theta}=0$.
Let us again endow all the objects with the index $n$ and introduce the Dolean measures

$$
\begin{align*}
\mu_{c}^{\theta, n}(d t, d \omega) & =c_{n}^{2}(\theta) d C_{t}^{n} P_{\theta}^{n}(d \omega), \\
\mu_{\pi}^{\theta, n}(d t, d x, d \omega) & =c_{n}^{2}(\theta) I_{\left\{a_{\theta}^{n}=0\right\}} \nu_{\theta}^{n}(d t, d x) P_{\theta}^{n}(d \omega),  \tag{3.123}\\
\mu_{\delta}^{\theta, n}(d t, d x, d \omega) & =c_{n}^{2}(\theta) I_{\left\{a_{\theta}^{n}=0\right\}} \nu_{\theta}^{n}(d t, d x) P_{\theta}^{n}(d \omega), \\
\mu_{b}^{\theta, n}(d t, d \omega) & =c_{n}^{2}(\theta) p_{\theta}^{n}(\omega, d t) P_{\theta}^{n}(d \omega),
\end{align*}
$$

where the measure $p_{\theta}^{n}(\omega, d t)$ is defined by the relation

$$
p_{\theta}^{n}(\omega, B)=\sum_{t \in B} I_{\left\{0<a_{\theta}^{n}(\omega, t)<1\right\}} a_{\theta}^{n}(\omega, t)\left(1-a_{\theta}^{n}(\omega, t)\right) \quad \forall B \in \mathcal{B}\left(\mathbb{R}_{+}\right)
$$

Assume that for each $\alpha=c, \pi, \delta, b$ and $n \geq 1, l_{\alpha}^{\theta, n}, \psi_{\alpha}^{\theta, n}, H_{\alpha}^{\theta, n} \in L_{2}\left(\mu_{\alpha}^{\theta, n}\right)$.
Denote

$$
\begin{align*}
l^{n} & =\left(l_{\alpha}^{\theta, n}, \alpha=c, \pi, \delta, b\right), \\
\psi^{n} & =\left(\psi_{\alpha}^{\theta, n}, \alpha=c, \pi, \delta, b\right), \\
H^{n} & =\left(H_{\alpha}^{\theta, n}, \alpha=c, \pi, \delta, b\right),  \tag{3.124}\\
\mu^{n} & =\left(\mu_{\alpha}^{\theta, n}, \alpha=c, \pi, \delta, b\right) .
\end{align*}
$$

Then a simple calculation results in

$$
\begin{equation*}
D_{n}\left(L^{n}, N^{n} ; \theta\right):=D_{n}\left(\psi^{n}, H^{n} ; \theta\right)=\frac{\left(\sum_{\alpha} \psi_{\alpha}^{\theta, n} H_{\alpha}^{\theta, n} * \mu_{\alpha}^{\theta, n}\right)^{2}+\sum_{\alpha}\left(\psi_{\alpha}^{\theta, n}\right)^{2} * \mu_{\alpha}^{\theta, n}}{\left(\sum_{\alpha} \psi_{\alpha}^{\theta, n} l_{\alpha}^{\theta, n} * \mu_{\alpha}^{\theta, n}\right)^{2}}, \tag{3.125}
\end{equation*}
$$

where the sign "*" denotes the integral, $\alpha=c, \pi, \delta, b$.
3.3.6. Fixed-step optimization problem for statistical models associated with semimartin-
gales. Fix the index $n \geq 1$, the real number $R>0$, and consider the following sets of functions:

$$
\begin{align*}
\Psi_{n}^{0}= & \left\{\psi^{n}=\left(\psi_{\alpha}^{\theta, n}, \alpha=c, \pi, \delta, b\right): \psi_{\alpha}^{\theta, n} \in L_{2}\left(\mu_{\alpha}^{\theta, n}\right), \alpha=c, \pi, \delta, b, \widehat{\psi}_{\delta}^{\theta, n}=0\right\} .  \tag{3.126}\\
\mathcal{H}_{R}^{n}= & \left\{H^{n}=\left(H_{\alpha}^{\theta, n}, \alpha=c, \pi, \delta, b\right): H_{\alpha}^{\theta, n} \in L_{2}\left(\mu_{\alpha}^{\theta, n}\right), \alpha=c, \pi, \delta, b,\right. \\
& \widehat{H}_{\delta}^{\theta, n}=0, H_{\delta}^{\theta, n}(\omega, t, x) \geq-\lambda^{\theta, n}(\omega, t), \lambda^{\theta, n}(\omega, t) \geq 0, \\
& \left.\sum_{\alpha \neq \delta}\left|H_{\alpha}^{\theta, n}\right| * \mu_{\alpha}^{\theta, n}+\lambda^{\theta, n} * \mu_{\delta}^{\theta, n} \leq R\right\} . \tag{3.127}
\end{align*}
$$

The score function $\psi^{*, n}=\left(\psi_{\alpha}^{*, n}, \alpha=c, \pi, \delta, b\right) \in \Psi_{n}^{0}$ is said to be $\left(\Psi_{n}^{0}, H_{R}^{n}\right)$-optimal in the minimax sense if for each $\theta \in \Theta$,

$$
\begin{equation*}
\sup _{H^{n} \in \mathcal{H}_{R}^{n}} D_{n}\left(\psi^{*, n}, H^{n} ; \theta\right)=\inf _{\psi \in \Psi_{n}^{0}} \sup _{H^{n} \in \mathcal{H}_{R}^{n}} D_{n}\left(\psi^{n}, H^{n} ; \theta\right), \tag{3.128}
\end{equation*}
$$

where $D_{n}\left(\psi^{n}, H^{n} ; \theta\right)$ is given by (3.125).
Remark 3.19. Consider the following simple construction. Let the Hilbert spaces

$$
L_{\alpha}^{2}\left(\Omega_{\alpha}, \mathcal{F}_{\alpha}, \mu_{\alpha}\right), \quad \alpha=1, \ldots, 4 ; \Omega_{\alpha} \cap \Omega_{j}=\varnothing, \quad \alpha \neq j
$$

be given.
We denote

$$
\begin{array}{cl}
\Omega=\cup \Omega_{\alpha}, & \mathcal{F}=\cup \mathcal{F}_{\alpha}=\left\{\cup A_{\alpha}: A_{\alpha} \in \mathcal{F}_{\alpha}, \quad \alpha=1, \ldots, 4\right\} \\
& \mu(A)=\sum_{\alpha} \mu_{\alpha}\left(A \cap \Omega_{\alpha}\right) \quad \forall A \in \mathcal{F}
\end{array}
$$

and consider a new Hilbert space $L^{2}(\Omega, \mathcal{F}, \mu)$ with the inner product $\langle\cdot, \cdot\rangle$. If $X, Y \in L_{2}(\Omega, \mathcal{F}, \mu)$, then, obviously,

$$
\langle X, Y\rangle=\sum_{\alpha}\left\langle X_{\alpha}, Y_{\alpha}\right\rangle_{\alpha}
$$

where $X_{\alpha}=X I_{\left\{\Omega_{\alpha}\right\}}, Y_{\alpha}=Y I_{\left\{\Omega_{\alpha}\right\}}$, and $\langle\cdot, \cdot\rangle_{\alpha}$ is the inner product in $L_{\alpha}^{2}$.
Now for each $n \geq 1$ and $\theta$ let

$$
\begin{gathered}
\Omega_{1}=\Omega^{n} \times[0, T] ; \\
\Omega_{2}=\left\{\Omega^{n} \times[0, T]\right\} \cap\left\{(\omega, t): a_{\theta}^{n}=0\right\} \times \mathbb{R}_{1}, \\
\Omega_{3}=\left\{\Omega^{n} \times[0, T]\right\} \cap\left\{(\omega, t): a_{\theta}^{n}>0\right\} \times \mathbb{R}_{1}, \\
\Omega_{4}=\left\{\Omega^{n} \times[0, T]\right\} \cap\left\{(\omega, t): 0<a_{\theta}^{n}<1\right\} \times\{\chi\}, \quad \chi \notin \mathbb{R}_{1},
\end{gathered}
$$

with the corresponding $\sigma$-algebras and let

$$
\mu=\left(\mu_{\alpha}, \alpha=1, \ldots, 4\right)=\left(\mu_{\alpha}^{\theta, n}, \alpha=c, \pi, \delta ; \mu_{b}^{\theta, n} \times \delta_{\{\chi\}}\right) ;
$$

$\delta_{(\cdot)}$ is the corresponding Dirac measure.
Further, let

$$
\begin{aligned}
X & =\left(X_{\alpha}, \alpha=1, \ldots, 4\right)=\left(l_{\alpha}^{\theta, n}, \alpha=c, \pi, \delta, b\right) \\
Y & =\left(Y_{\alpha}, \alpha=1, \ldots, 4\right)=\left(\psi_{\alpha}^{\theta, n}, \alpha=c, \pi, \delta, b\right) \\
Z & =\left(Z_{\alpha}, \alpha=1, \ldots, 4\right)=\left(H_{\alpha}^{\theta, n}, \alpha=c, \pi, \delta, b\right) .
\end{aligned}
$$

Then the right-hand side of (3.128) can be written as follows:

$$
\begin{equation*}
A=\inf _{Y \in \mathcal{Y}} \sup _{|Z| * \mu \leq R} \frac{(Y Z * \mu)^{2}+Y^{2} * \mu}{(Y X * \mu)^{2}} \tag{3.129}
\end{equation*}
$$

where

$$
\mathcal{Y}=\left\{Y: V Y * \mu=0 \text { for all } V=V(\omega, t) I_{\left\{\Omega_{3}\right\}}(\omega, t, x) \text { with }|V Y| * \mu<\infty\right\} .
$$

But

$$
\begin{equation*}
A=\inf _{Y \in \mathcal{Y}} \frac{R^{2}(\operatorname{ess} \sup |Y|)^{2}+Y^{2} * \mu}{(Y X * \mu)^{2}} . \tag{3.130}
\end{equation*}
$$

Indeed,

$$
|Y Z * \mu| \leq|Y||Z| * \mu \leq \underset{\mu}{\operatorname{ess} \sup }|Y|(|Z| * \mu) \leq R \underset{\mu}{\operatorname{ess} \sup }|Y| .
$$

For each $\varepsilon>0$ consider the sets

$$
\begin{aligned}
& A_{\varepsilon}^{1}=\{Y>0, Y \geq \underset{\mu}{\operatorname{ess} \sup }|Y|-\varepsilon\}, \\
& A_{\varepsilon}^{2}=\{Y<0,-Y \geq \underset{\mu}{\operatorname{ess} \sup }|Y|-\varepsilon\} .
\end{aligned}
$$

From the definition of ess sup it follows that

$$
\mu\left(A_{\varepsilon}^{1} \cup A_{\varepsilon}^{2}\right)>0 .
$$

Suppose, e.g., that $\mu\left(A_{\varepsilon}^{1}\right)>0$. Then we have

$$
\mu\left(A_{\varepsilon}^{1}\right)=\sum_{\alpha} \mu_{\alpha}\left(A_{\varepsilon}^{1} \cap \Omega_{\alpha}\right)>0 .
$$

Hence $\mu_{\alpha}\left(A_{\varepsilon}^{1} \cap \Omega_{\alpha}\right)>0$ for some $\alpha=1,2,3,4$. Let, for definiteness,

$$
\mu_{1}\left(A_{\varepsilon}^{1} \cap \Omega_{1}\right)>0 .
$$

Consider the function $Z^{\varepsilon}=\left(Z_{1}^{\varepsilon}, 0,0,0\right)$ with

$$
Z_{1}^{\varepsilon}=\frac{R I_{\left\{A_{\varepsilon}^{1} \cap \Omega_{1}\right\}}}{\mu_{1}\left(A_{\varepsilon}^{1} \cap \Omega_{1}\right)} .
$$

Now we obtain

$$
\left|Z^{\varepsilon}\right| * \mu=Z^{\varepsilon} * \mu=Z_{1}^{\varepsilon} I_{\left\{\Omega_{1}\right\}} * \mu=Z_{1}^{\varepsilon} * \mu_{1}=R
$$

and

$$
\begin{gathered}
\left|Y Z^{\varepsilon} * \mu\right|=\left|Y Z^{\varepsilon} I_{\left\{\Omega_{1}\right\}} * \mu\right|=\left|Y Z_{1}^{\varepsilon} * \mu_{1}\right|=\left|Y Z_{1}^{\varepsilon} \cdot I_{\left\{A_{\varepsilon}^{1}\right\}} * \mu_{1}+Y Z_{1}^{\varepsilon} \cdot I_{\left\{\left(A_{\varepsilon}^{1}\right) c\right\}} * \mu_{1}\right| \\
=Y Z_{1}^{\varepsilon} I_{\left\{A_{\varepsilon}^{1}\right\}} * \mu_{1} \geq(\underset{\mu}{\operatorname{ess} \sup }|Y|-\varepsilon) R
\end{gathered}
$$

for each $\varepsilon>0$, where $A^{c}$ is a complement of the set $A$.
Now from (3.130) we obtain that the optimal $Y$ has the form

$$
\begin{gathered}
Y^{*}=\operatorname{const}[X-\beta]_{-m}^{m}, \quad m>0 \\
\beta=\beta(\omega, t) I_{\left\{\Omega_{3}\right\}}(\omega, t, x)
\end{gathered}
$$

Our problem is to find equations for the pair $(\beta, m)$ (compare with Sec. 3.2).
Remark 3.20. The above-mentioned optimization problem is an analytic problem and does not have a statistical meaning. More exact specification of sets of score functions and alternatives are needed.

As in the case of discrete time, denote

$$
\begin{equation*}
Q_{\omega, t}^{\delta, n}(\cdot, \theta)=\int I_{\left\{x: l_{\delta}^{\theta, n} \in \cdot\right\}} q_{\omega, t}^{\theta, n}(d x) \tag{3.131}
\end{equation*}
$$

where the probability $q_{\omega, t}^{\delta, n}$ is given by (3.117) (see also (3.116)), and consider the equation with respect to $\beta\left(m>0\right.$ is a number, $\left.[x]_{a}^{b}=(x \wedge b) \vee a, a<b\right)$,

$$
\begin{equation*}
\int[y-\beta]_{-m}^{m} Q_{\omega, t}^{\delta, n}(d y, \theta)=0 \tag{3.132}
\end{equation*}
$$

Denote by

$$
\begin{equation*}
\beta^{\delta, n}=\beta^{\delta, n}(m, \theta)=\beta\left(Q_{\omega, t}^{\delta, n}(\cdot, \theta), m\right) \tag{3.133}
\end{equation*}
$$

the solution of Eq. (3.132).
Assume that the distribution $Q_{\omega, t}^{\delta, n}(\cdot, \theta)$ satisfies conditions (a) and (b) after Remark 3.7 and $\bar{Q}_{\alpha}^{n, l}([-a, a] \backslash\{0\}, \theta)>0$ for each $a>0, \alpha=c, \pi, b$. The distribution $\bar{Q}_{\alpha}^{n, l}(\cdot, \theta)$ is defined below, before Eq. (3.152).
Theorem 3.5. (i) There exists optimal $\psi^{*, n}$ equal to

$$
\psi^{*, n}=\left\{\begin{array}{l}
{\left[l_{\alpha}^{\theta, n}\right]_{-m_{n}^{*}(\theta)}^{m_{n}^{*}(\theta)} \quad \text { if } \alpha \neq \delta,}  \tag{3.134}\\
{\left[l_{\delta}^{\theta, n}-\beta^{\delta, n}\left(m_{n}^{*}(\theta), \theta\right)\right]_{-m_{n}^{*}(\theta)}^{m_{n}^{*}(\theta)} \quad \text { if } \alpha=\delta,}
\end{array}\right.
$$

where $m_{n}^{*}(\theta)$ is the unique solution of the equation

$$
\begin{align*}
R^{2} m^{2} & =\sum_{\alpha \neq \delta}\left\{\left[l_{\alpha}^{\theta, n}\right]_{-m}^{m} l_{\alpha}^{\theta, n} * \mu_{\alpha}^{\theta, n}-\left(\left[l_{\alpha}^{\theta, n}\right]_{-m}^{m}\right)^{2} * \mu_{\alpha}^{\theta, n}\right\} \\
& +\left\{\left[l_{\delta}^{\theta, n}-\beta^{\delta, n}(m, \theta)\right]_{-m}^{m} l_{\delta}^{\theta, n} * \mu_{\delta}^{\theta, n}-\left(\left[l_{\delta}^{\theta, n}-\beta^{\delta, n}(m, \theta)\right]_{-m}^{m}\right)^{2} * \mu_{\delta}^{\theta, n}\right\} \tag{3.135}
\end{align*}
$$

(ii) This $\psi^{*, n}$ is unique (up to a constant factor).

The proof is quite similar to that of Theorem 3.3 and we omit it here.

### 3.3.7. Comments and special models.

1. To make clear the notion of optimal (with respect to the risk functional $D(L, N ; \theta)$ ) estimators in the spirit of robust statistics, let us recall the asymptotic behavior of the estimational equation.

Consider the estimational stochastic equation

$$
L_{n}(\theta)=L_{n}(\theta, \omega)=0, \quad \theta \in \Theta, \quad n \geq 1
$$

where for each $\theta$ and $n$ the random variable $L_{n}(\theta, \omega)$ is defined on the stochastic basis $\left(\Omega^{n}, \mathcal{F}^{n}, P^{n}\right)$. Further, we consider a family $Q=\left\{Q_{\theta}^{n}\right\}_{n \geq 1}$ of measures, where for each $\theta$ and $n$ the measure $Q_{\theta}^{n}$ is defined on the $\sigma$-algebra $\mathcal{F}^{n}$.

We know that if the conditions of Corollary 3.1 are satisfied, then there exists the CLAN estimator

$$
\begin{equation*}
T_{n}^{L}=b^{Q}(\theta)-\frac{L_{n}\left(b^{Q}(\theta)\right)}{\dot{L}_{n}\left(b^{Q}(\theta)\right)}+R_{n}(\theta) \tag{3.136}
\end{equation*}
$$

with $Q_{\theta}^{n}-\lim c_{n}^{-1}(\theta) R_{n}(\theta)=0$, where $b^{Q}(\theta)$ is the unique solution of the equation

$$
\Delta_{Q}(\theta, y)=0
$$

with

$$
\Delta_{Q}(\theta, y)=Q_{\theta^{-}}^{n} \lim _{n \rightarrow \infty} c_{n}^{2}(\theta) L_{n}(y)
$$

and $\left\{c_{n}(\theta)\right\}_{n \geq 1}$ is some normalizing sequence. Thus we have

$$
T_{n}^{L} \xrightarrow{Q_{B}^{n}} b^{Q}(\theta) .
$$

The quantity $b^{Q}(\theta)$ is called an asymptotic version of the estimator $T^{L}=\left\{T_{n}^{L}\right\}_{n \geq 1}$.
Moreover, if the measure $Q_{\theta}^{n}$ depends on the parameter $\gamma$ in such a way that

$$
Q_{\theta}^{\gamma, n} \rightarrow Q_{\theta}^{0, n} \quad \text { as } \gamma \rightarrow 0,
$$

in certain sense, then one can define the so-called influence functional

$$
\begin{equation*}
\operatorname{IF}\left(\left\{Q_{\theta}^{0, n}\right\},\left\{T_{n}^{L}\right\},\left\{Q_{\theta}^{\gamma, n}\right\}\right)=\lim _{\gamma \rightarrow 0} \frac{b^{Q^{\gamma}}(\theta)-b^{Q^{0}}(\theta)}{\gamma} \tag{3.137}
\end{equation*}
$$

(see [70]).
It should be mentioned that if for each $n \geq 1, L_{n}(\theta)=\left.L_{t}^{n}(\theta)\right|_{t=T}$, where $\left\{L_{t}^{n}(\theta), 0 \leq t \leq T\right\}_{n \geq 1} \in$ $\mathcal{M}\left(\left\{P_{\theta}^{n}\right\}\right)$ and $Q_{\theta}^{0, n}=P_{\theta}^{n}$, then expansions (3.136) and (3.82) are equivalent and $b^{Q^{0}}(\theta)=\theta$.

Now let $\gamma=\gamma(n)=c_{n}(\theta)$ (recall that $\theta$ is fixed) and $\widetilde{P}_{\theta}^{n}=Q_{\theta}^{\gamma_{n}, n}$ be such as in Proposition 3.6. In this case expansion (3.136) also remains true with respect to $\left\{\widetilde{P}_{\theta}^{n}\right\}_{n \geq 1}$, since $\left\{\widetilde{P}_{\theta}^{n}\right\} \triangleleft\left\{P_{\theta}^{n}\right\}$, i.e.,

$$
T_{n}^{L} \xrightarrow{\widetilde{P}_{n}^{n}} \theta \quad \text { as } n \rightarrow \infty .
$$

Hence $b^{\widetilde{P}}(\theta)=\theta$ and the asymptotic versions of $T^{L}=\left\{T_{n}^{L}\right\}_{n \geq 1}$ for $P_{\theta}=\left\{P_{\theta}^{n}\right\}_{n \geq 1}$ and $\widetilde{P}_{\theta}=\left\{\widetilde{P}_{\theta}^{n}\right\}_{n \geq 1}$ coincide (and are equal to $\theta$ ).

Therefore, the direct transference of the notion of the influence functional is impossible.
Nevertheless, relations (3.86) and (3.88) allow us to define an analogous characteristic.
In view of these relations, the expression

$$
\frac{c_{n}(\theta)\left\langle L_{\theta}^{n}, N_{\theta}^{n}\right\rangle_{T}}{\left\langle L_{\theta}^{n}, L\left(\dot{M}_{\theta}^{n}, M_{\theta}^{n}\right)\right\rangle_{T}}
$$

can be regarded as a bias at a fixed " $n$th step" and the expression

$$
\widetilde{P}_{\theta}^{n}-\lim _{n \rightarrow \infty} c_{n}^{-1}(\theta)\left(\theta+\frac{c_{n}(\theta)\left\langle L_{\theta}^{n}, N_{\theta}^{n}\right\rangle_{T}}{\left\langle L_{\theta}^{n}, L\left(\dot{M}_{\theta}^{n}, M_{\theta}^{n}\right)\right\rangle_{T}}-\theta\right)=\frac{\beta_{L, N}(\theta)}{\gamma_{L}(\theta)}
$$

can be regarded as a "bias variation rate" (cf. (3.137)).
Hence, $\frac{\beta_{L, N}(\theta)}{\gamma_{L}(\theta)}$ can be interpreted as an influence functional. At the same time, $\frac{\Gamma_{L}(\theta)}{\gamma_{L}^{2}(\theta)}$ is an asymptotic variance of the estimator $T^{L}$ under the basic (core) sequence of measures $P_{\theta}=\left\{P_{\theta}^{n}\right\}_{n \geq 1}$ and, therefore, the solution of the optimization problem based on the risk functional $D(L, N ; \theta)$ is equivalent to the construction of the optimal $B$-robust estimator (see [32]).
2. It is obvious from decomposition (3.119) that the score martingale $L\left(\dot{M}_{\theta}^{n}, M_{\theta}^{n}\right)$ is fully specified by the function $l=\left(l_{c}, l_{\pi}, l_{\delta}, l_{b}\right)$, where the subscripts $c, \pi, \delta$, and $b$ have the following sense: $c$ corresponds to the continuous part, $\pi$ to the Poisson-type part, $\delta$ to the jumps at predictable moments (including the basic special case, the discrete-time case), and $b$ to the binomial-type part of the score martingale.
3. Consider the case where

$$
\begin{align*}
& \nu^{c}(d t, d x)=\nu^{c}(d t) P_{t}(d x) \\
& \nu_{\theta}^{c}(d t, d x)=\nu_{\theta}^{c}(d t) P_{t}^{\theta}(d x) \tag{3.138}
\end{align*}
$$

where $\int P_{t}(d x)=\int P_{t}^{\theta}(d x)=1$ (here the index $n$ is omitted).

In this case,

$$
\frac{\dot{F}_{\theta}}{F_{\theta}}=\frac{\dot{\dot{f}}_{\theta}^{c}}{f_{\theta}^{c}}+\frac{\dot{a}_{\theta}^{c}}{a_{\theta}^{c}},
$$

where

$$
f_{\theta}^{c}=\frac{d P^{\theta}}{d P}, \quad a_{\theta}^{c}=\frac{d \nu_{\theta}^{c}}{d \nu^{c}} .
$$

Obviously,

$$
\int \frac{\dot{f}_{\theta}^{c}}{f_{\theta}^{c}} P_{t}^{\theta}(d x)=0 \quad \forall t .
$$

Further, if we denote

$$
\psi_{\pi_{1}}=\psi_{\pi}-\int \psi_{\pi} P_{t}^{\theta}(d x)
$$

and

$$
\psi_{\pi_{2}}=\int \psi_{\pi} P_{t}^{\theta}(d x)
$$

then

$$
\int \psi_{\pi_{1}} P_{t}^{\theta}(d x)=0
$$

In this case it is convenient to represent

$$
H_{\pi}=\left(H_{\pi_{1}}, H_{\pi_{2}}\right)
$$

with

$$
\int H_{\pi_{1}} P_{t}^{\theta}(d x)=0
$$

Correspondingly, if we again endow the objects under consideration with the index $n$ and introduce the measures

$$
\mu_{\pi_{1}}^{\theta, n}(d s, d x, d \omega)=c_{n}^{2}(\theta) \nu_{\theta}^{c, n}(d s, d x) P_{\theta}^{n}(d \omega)
$$

and

$$
\mu_{\pi_{2}}^{\theta, n}(d s, d \omega)=c_{n}^{2}(\theta) \nu_{\theta}^{c, n}(d s) P_{\theta}^{n}(d \omega),
$$

then everywhere there arise new objects with indices $\pi_{1}$ and $\pi_{2}$ instead of the objects with index $\pi$, for example,

$$
\begin{gathered}
l^{n}=\left(l_{c}^{\theta, n}, l_{\pi_{1}, n}^{\theta, n}, l_{\left.\pi_{2}, l_{\delta}^{\theta, n}, l_{b}^{\theta, n}\right),}^{\psi^{n}=\left(\psi_{c}^{\theta, n}, \psi_{\pi_{1}}^{\theta, n}, \psi_{\pi_{2}}^{\theta, n}, \psi_{\delta}^{\theta, n}, \psi_{b}^{\theta, n}\right),} .\right.
\end{gathered}
$$

etc.
4. To make the sense of contamination models clear, let us consider some special cases.
(i) Diffusion-type process. We consider this case in detail.

Let, for each $n \geq 1, \xi_{n}=\left(\xi_{n}(t)\right), 0 \leq t \leq T$, be a diffusion-type process with the differential

$$
\begin{equation*}
d \xi_{n}(t)=\beta_{n}\left(t, \xi_{n} ; \theta\right) d t+d W_{n}(t), \quad \xi_{n}(0)=0, \tag{3.139}
\end{equation*}
$$

defined on the stochastic basis $\left(\Omega, \mathcal{F}, F=\left(\mathcal{F}_{t}\right), 0 \leq t \leq T, P\right)$ with a Wiener process $W_{n}=\left(W_{n}(t), \mathcal{F}_{t}\right)$, $0 \leq t \leq T$, given on it, $\theta \in \Theta \subset \mathbb{R}_{1}$ be an unknown parameter, $\beta_{n}(t, x, \theta)$ be a nonanticipating functional for each $n \geq 1, \theta \in \Theta$.

This case is covered by the general scheme of statistical models $\mathcal{E}=\left\{\mathcal{E}_{n}\right\}_{n \geq 1}$ in the following way.
We set $\Omega^{n}=C_{[0, T]}$, the space of continuous functions $\left(x_{t}\right), 0 \leq t \leq T$, where $x_{0}=0, \mathcal{F}^{n}=\mathcal{B}_{T}=\sigma(x$ : $\left.x_{t}, t \leq T\right), F^{n}=\left(\mathcal{F}_{t}^{n}=\sigma\left(x: x_{s}, s \leq t\right)\right), 0 \leq t \leq T, P^{n}$ is a Wiener measure, and $P_{\theta}^{n}$ is the distribution of the process $\xi_{n}$ (with given $\theta$ ). In other words, the coordinate process $x=\left\{x_{t}(\omega), \omega \in C_{[0, T]}\right.$,
$0 \leq t \leq T\}$, with $x_{t}(\omega)=\omega_{t}$, is a $\left(P^{n}, F\right)$-semimartingale with a triplet $(0, t, 0), 0 \leq t \leq T$, and a $\left(P_{\theta}^{n}, F\right)$ semimartingale with a triplet

$$
\left(\int \beta_{n}(s, x, \theta) d s, t, 0\right), \quad 0 \leq t \leq T
$$

Assume that for each $n \geq 1$,

$$
P^{n}\left(\int_{0}^{T} \beta_{n}^{2}(t, x, \theta) d t<\infty\right)=P_{\theta}^{n}\left(\int_{0}^{T} \beta_{n}^{2}(t, x, \theta) d t<\infty\right)=1
$$

Under these conditions there exists a unique weak solution of Eq. (3.139), $P_{\theta}^{n} \sim P^{n}$, and the likelihoodratio process has the form

$$
\rho_{\theta}^{n}=\exp \left(\int_{0}^{t} \beta_{n}(s, x, \theta) d x_{s}-\frac{1}{2} \int_{0}^{t} \beta_{n}^{2}(s, x, \theta) d s\right)=\mathcal{E}_{t}\left(M_{\theta}^{n}\right),
$$

where

$$
M_{\theta}^{n}(t)=\int_{0}^{t} \beta_{n}(s, x, \theta) d x_{s}, \quad 0 \leq t \leq T,
$$

is a local $\left(P^{n}, F\right)$-martingale.
Further, let for each $n \geq 1, x \in C_{[0, T]}$, and $t \in[0, T]$, the mapping $\theta \leadsto \beta_{n}(t, x, \theta)$ be continuously differentiable $\left(\frac{\partial}{\partial \theta} \beta:=\dot{\beta}\right)$, and

$$
\begin{aligned}
& \frac{\partial}{\partial \theta} \int_{0}^{t} \beta_{n}(s, x, \theta) d x_{s}=\int_{0}^{t} \dot{\beta}_{n}(s, x, \theta) d x_{s} \\
& \frac{\partial}{\partial \theta} \int_{0}^{t} \beta_{n}(s, x, \theta) d s=\int_{0}^{t} \dot{\beta}_{n}(s, x, \theta) d s \\
& 0<I_{T}^{n}(\theta):=E_{\theta} \int_{0}^{T}\left(\dot{\beta}_{n}(t, x, \theta)\right)^{2} d t<\infty
\end{aligned}
$$

Then the regularity conditions are satisfied, and

$$
\begin{gathered}
L_{t}\left(\dot{M}_{\theta}^{n}, M_{\theta}^{n}\right)=\frac{\partial}{\partial \theta} \ln \rho_{\theta}^{n}(t)=\int_{0}^{t} \dot{\beta}_{n}(s, x, \theta)\left(d x_{s}-\beta_{n}(s, x, \theta) d s\right) \in \mathcal{M}^{2}\left(P_{\theta}^{n}\right), \\
I_{T}^{n}(\theta)=E_{\theta}^{n}\left\langle L\left(\dot{M}_{\theta}^{n}, M_{\theta}^{n}\right)\right\rangle_{T}
\end{gathered}
$$

Thus,

$$
\begin{gathered}
l_{c}^{\theta, n}(t, x)=\dot{\beta}_{n}(t, x, \theta), \\
c_{n}^{-2}(\theta)=E_{\theta}^{n} \int_{0}^{T}\left(l_{c}^{\theta, n}(t, x)\right)^{2} d t .
\end{gathered}
$$

The ergodicity means that $c_{n}(\theta) \rightarrow 0$ and

$$
\int_{0}^{T}\left(\dot{\beta}_{n}(t, x, \theta)\right)^{2} d t \cdot\left(E_{\theta}^{n} \int_{0}^{T}\left(\dot{\beta}_{n}(t, x, \theta)\right)^{2} d t\right)^{-1} \xrightarrow{P_{\theta}^{n}} 1 \quad \text { as } n \rightarrow \infty .
$$

The score martingale $L_{\theta}^{n} \in \mathcal{M}^{2}\left(P_{\theta}^{n}\right)$ is given by the formula

$$
L_{\theta}^{n}(t)=\int_{0}^{t} \psi_{c}^{\theta, n}(s, x)\left(d x_{s}-\beta_{n}(s, x, \theta) d s\right), \quad 0 \leq t \leq T
$$

The "contamination model" means that $\widetilde{P}_{\theta}^{n}$ is the distribution of the process $\widetilde{\xi}_{n}=\left(\widetilde{\xi}_{n}(t)\right), 0 \leq t \leq T$, with the differential

$$
d \widetilde{\xi}_{n}(t)=\left(\beta_{n}\left(t, \widetilde{\xi}_{n}, \theta\right)+c_{n}(\theta) H_{c}^{\theta, n}\left(t, \widetilde{\xi}_{n}\right)\right) d t+d W_{n}(t), \quad \widetilde{\xi}_{n}(0)=0
$$

Hence the main objects are given by the following equalities:

$$
\begin{gathered}
N_{\theta}^{n}(t)=\int_{0}^{t} H_{c}^{\theta, n}(s, x)\left(d x_{s}-\beta_{n}(s, x, \theta) d s\right), \quad 0 \leq t \leq T \\
D_{n}\left(\psi^{n}, H^{n} ; \theta\right)=\frac{\left(\int_{C_{[0, T]}} \int_{0}^{\theta, n}(d t, d x):=c_{n}^{2}(\theta) d t P_{\theta}^{n}(d x), \quad x \in C_{[0, T]}^{\theta, n}(t, x) H_{c}^{\theta, n}(t, x) d t P_{\theta}^{n}(d x)\right)^{2}+\int_{C_{[0, T]}} \int_{0}^{T}\left(\psi_{c}^{\theta, n}(t, x)\right)^{2} d t P_{\theta}^{n}(d x)}{\left(\int_{C_{[0, T]}} \int_{0}^{T} \psi_{c}^{\theta, n}(t, x) l_{c}^{\theta, n}(t, x) d t P_{\theta}^{n}(d x)\right)^{2}} \\
H_{R}^{n}=\left\{H_{c}^{\theta, n}: \int_{C_{[0, T]}} \int_{0}^{T}\left|H_{c}^{\theta, n}(t, x)\right| d t P_{\theta}^{n}(d x) \leq R\right\}
\end{gathered}
$$

Finally, the optimal score martingale is

$$
L_{\theta}^{*, n}(t)=\int_{0}^{t}\left[\dot{\beta}_{n}(s, x, \theta)\right]_{-m_{n}^{*}(\theta)}^{m_{n}^{*}(\theta)}\left(d x_{s}-\beta_{n}(s, x, \theta) d s\right), \quad 0 \leq t \leq T
$$

where $m_{n}^{*}(\theta)$ is the unique solution of the equation

$$
\begin{aligned}
R^{2} m^{2} & =\int_{C_{[0, T]}} \int_{0}^{T}\left[\dot{\beta}_{n}(t, x, \theta)\right]_{-m}^{m} \beta_{n}(t, x, \theta) d t P_{\theta}^{n}(d x) \\
& -\int_{C_{[0, T]}} \int_{0}^{T}\left(\left[\dot{\beta}_{n}(t, x, \theta)\right]_{-m}^{m}\right)^{2} d t P_{\theta}^{n}(d x)
\end{aligned}
$$

In the following special cases, we briefly describe only main objects.
(ii) Poisson-type point process. For each $n \geq 1$, let $P_{\theta}^{n}$ be the distribution of the point process $\xi_{n}=\left(\xi_{n}(t)\right), 0 \leq t \leq T$, with compensator $\nu_{\theta}^{n}(t)=\int_{0}^{t} a_{\theta}^{n}(s) d \alpha_{s}^{n}$, and let $P^{n}$ be the distribution of the point process with compensator $\alpha^{n}$.

Then

$$
\begin{gathered}
L_{t}\left(\dot{M}_{\theta}^{n}, M_{\theta}^{n}\right)=\int_{0}^{t} \frac{\dot{a}_{\theta}^{n}(s)}{a_{\theta}^{n}(s)}\left(d x_{s}-a_{\theta}^{n}(s) d \alpha_{s}^{n}\right) \\
L_{\theta}^{n}(t)=\int_{0}^{t} \psi_{\pi_{2}}^{\theta, n}\left(d x_{s}-a_{\theta}^{n}(s) d \alpha_{s}^{n}\right) \\
I_{T}^{n}(\theta)=E_{\theta}^{n} \int_{0}^{T}\left(\frac{\dot{a}_{\theta}^{n}(t)}{a_{\theta}^{n}(t)}\right)^{2} a_{\theta}^{n}(t) d \alpha_{t}^{n}, \quad c_{n}^{-2}(\theta)=I_{T}^{n}(\theta)
\end{gathered}
$$

The "contaminated" measure $\widetilde{P}_{\theta}^{n}$ in this case is the distribution of the point process with the compensator

$$
\widetilde{\nu}_{\theta}^{n}(t)=\int_{0}^{t}\left(a_{\theta}^{n}(s)+c_{n}(\theta) H_{\pi_{2}}^{\theta, n}(s)\right) d \alpha_{s}^{n}
$$

Thus,

$$
N_{\theta}^{n}(t)=\int_{0}^{t} H_{\pi_{2}}^{\theta, n}(s)\left(d x_{s}-a_{\theta}^{n}(s) d \alpha_{s}^{n}\right)
$$

(iii) Processes with jumps at predictable moments. Consider the case where $X^{c}=0, \nu^{c}=0$. Then from Eqs. (3.120) and (3.122) we find that

$$
\begin{equation*}
\left(\frac{\widetilde{a}_{\theta}^{n} \widetilde{f}_{\theta}^{n}}{a_{\theta}^{n} f_{\theta}^{n}}-1\right) I_{\left\{a_{\theta}^{n}>0\right\}}+\frac{\widetilde{a}_{\theta}^{n}-a_{\theta}^{n}}{1-a_{\theta}^{n}} I_{\left\{0<a_{\theta}^{n}<1\right\}}=c_{n}(\theta)\left(H_{\delta}^{\theta, n} I_{\left\{a_{\theta}^{n}>0\right\}}+H_{b}^{\theta, n} I_{\left\{0<a_{\theta}^{n}<1\right\}}\right) . \tag{3.140}
\end{equation*}
$$

To illustrate the role of terms with indices $\delta$ and $b$, let us consider two special cases. Let for each $n \geq 1$ :

$$
a^{n}(t)=a_{\theta}^{n}(t)=\widetilde{a}_{\theta}^{n}(t)= \begin{cases}1 & \text { if } t=\frac{i}{n} \cdot T, \quad 1 \leq i \leq n,  \tag{1}\\ 0, & \text { otherwise }\end{cases}
$$

Then from (3.140) we obtain

$$
\frac{\widetilde{f}_{\theta}^{n}}{f_{\theta}^{n}}-1=c_{n}(\theta) H_{\delta}^{\theta, n}
$$

i.e., a discrete-time model.
(2) $P_{\theta}^{n}$ is the distribution of the point process $\xi_{n}=\left(\xi_{n}(t)\right), 0 \leq t \leq T$, with the compensator $\nu_{\theta}^{n}(d t, d x)=\delta_{\{1\}}(d x) \nu_{\theta}^{n}(d t)$, where $\nu_{\theta}^{c, \theta}(d t)=0$. Then $a_{\theta}^{n}=\Delta \nu_{\theta}^{n}(t)$.

Further, let $\widetilde{P}_{\theta}^{n}$ be the distribution of the point process $\widetilde{\xi}_{n}$ with the compensator $\widetilde{\nu}_{\theta}^{n}$ possessing the same properties.

Then (3.140) has the form

$$
\frac{\widetilde{a}_{\theta}^{n}-a_{\theta}^{n}}{a_{\theta}^{n}\left(1-a_{\theta}^{n}\right)} I_{\left\{0<a_{\theta}^{n}<1\right\}}=c_{n}(\theta) H_{b}^{\theta, n} I_{\left\{0<a_{\theta}^{n}<1\right\}} .
$$

Hence,

$$
N_{\theta}^{n}(t)=\int_{0}^{t} H_{b}^{\theta, n} I_{\left\{0<a_{\theta}^{n}<1\right\}}\left(d x_{s}-\nu_{\theta}^{n}(d s)\right), \quad 0 \leq t \leq T .
$$

The simplest case of such a model is the binomial model with a random probability of success, i.e., when the observation is a sequence of indicators $I_{1}^{n}, \ldots, I_{n}^{n}, a_{\theta}^{n}=P_{\theta}^{n}\left\{I_{i}^{n}=1 \mid \mathcal{F}_{i-1}^{n}\right\}, 1 \leq i \leq n, \mathcal{F}_{i}^{n}=\sigma\left(I_{j}^{n}\right.$, $j \leq i$ ).

The latter fact explains the meaning of the index $b$.
3.3.8. Construction of the sequence of optimal score functions. We need some auxiliary notions concerning the weak convergence of $\sigma$-finite distributions.

1. Let $\bar{Q}^{n}(\cdot), n \geq 1$, and $\bar{Q}(\cdot)$ be $\sigma$-finite distributions on $\left(\mathbb{R}_{d}, \mathcal{B}\left(\mathbb{R}_{d}\right)\right)$, $d=1,2$, satisfying the conditions

$$
\begin{align*}
& \int|x|^{2} \bar{Q}^{n}(d x)<\infty, \quad n \geq 1  \tag{3.141}\\
& \int|x|^{2} \bar{Q}(d x)<\infty
\end{align*}
$$

where $x \in \mathbb{R}_{d},|\cdot|$ is the usual norm in $\mathbb{R}_{d}, d=1,2$.
Suppose that

$$
\begin{equation*}
\int|x|^{2} \bar{Q}^{n}(d x) \rightarrow \int|x|^{2} \bar{Q}(d x) \quad \text { as } n \rightarrow \infty \tag{3.142}
\end{equation*}
$$

Define the sets

$$
\begin{gathered}
\bar{C}_{d}:=\left\{f: f \text { is a continuous function on } \mathbb{R}_{d},\right. \\
\left.f(0)=0 \text { and } \frac{f(x)}{|x|^{2}} \text { is bounded }\right\}, \quad d=1,2 .
\end{gathered}
$$

We say that the sequence of distributions $\left\{\bar{Q}^{n}(\cdot)\right\}_{n \geq 1}$ weakly converges to the distribution $\bar{Q}(\cdot)$ and write

$$
\begin{equation*}
\bar{Q}^{n} \xrightarrow{W} \bar{Q} \quad \text { as } n \rightarrow \infty \tag{3.143}
\end{equation*}
$$

if relations (3.141) and (3.142) are satisfied, and

$$
\int f(x) \bar{Q}^{n}(d x) \rightarrow \int f(x) \bar{Q}(d x) \quad \text { as } n \rightarrow \infty \quad \forall f \in \bar{C}_{d}, \quad d=1,2 .
$$

2. Let $Q^{n}=Q_{\omega, t}^{n}(\cdot), n \geq 1$, and $Q=Q_{\omega, t}(\cdot)$ be regular conditional probability measures on $\left(\mathbb{R}_{d}, \mathcal{B}\left(\mathbb{R}_{d}\right)\right), d=1,2$. For each $B \in \mathcal{B}\left(\mathcal{M}_{d}\right), d=1,2$, let

$$
\mathcal{L}^{n, Q}(B)=\int I_{\left\{Q_{\omega, t}^{n} \cdot(\cdot) \in B\right\}} \nu^{n}(d \omega, d t)
$$

and

$$
\mathcal{L}^{Q}(B)=\int I_{\left\{Q_{\omega, t}(\cdot) \in B\right\}} \nu(d \omega, d t)
$$

be $\sigma$-finite distributions on $\left(\mathcal{M}_{d}, \mathcal{B}\left(\mathcal{M}_{d}\right)\right)$ induced by some $\sigma$-finite measures $\nu^{n}(d \omega, d t)$ and $\nu(d \omega, d t)$ defined on $(\Omega \times[0, T], \mathcal{F} \times \mathcal{B}([0, T]))$.

Here $\left(\mathcal{M}_{d}, \mathcal{B}\left(\mathcal{M}_{d}\right)\right), d=1,2$, are measure spaces of the probability measures on $\left(\mathbb{R}_{d}, \mathcal{B}\left(\mathbb{R}_{d}\right)\right), d=1,2$, and $\mathcal{B}\left(\mathcal{M}_{d}\right)$ is a Borel $\sigma$-algebra generated by open (with respect to the Prokhorov metric $\rho$ ) sets.

Introduce on $\left(\mathbb{R}_{d}, \mathcal{B}\left(\mathbb{R}_{d}\right)\right), d=1,2$, the measures

$$
\begin{equation*}
\bar{Q}^{n}(\cdot)=\int \nu(\cdot) \mathcal{L}^{n, Q}(d \nu), \quad n \geq 1, \tag{3.144}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{Q}(\cdot)=\int \nu(\cdot) \mathcal{L}^{Q}(d \nu) \tag{3.145}
\end{equation*}
$$

where $\nu(\cdot) \in \mathcal{M}_{d}$, and suppose that these measures satisfy conditions (3.141) and (3.142).
Introduce the functional

$$
\bar{F}(\nu)=\int|x|^{2} \nu(d x)
$$

defined on the space $\left(\mathcal{M}_{d}, \rho\right), d=1,2$.
Then by conditions (3.141) and (3.142) we have

$$
\begin{gather*}
\int \bar{F}(\nu) \mathcal{L}^{n, Q}(d \nu)=\int|x|^{2} \nu(d x) \mathcal{L}^{n, Q}(d \nu)=\int|x|^{2} \bar{Q}^{n}(d x)<\infty  \tag{3.146}\\
\int \bar{F}(\nu) \mathcal{L}^{Q}(d \nu)=\int|x|^{2} \bar{Q}(d x)<\infty \tag{3.147}
\end{gather*}
$$

and

$$
\begin{equation*}
\int \bar{F}(\nu) \mathcal{L}^{n, Q}(d \nu) \rightarrow \int \bar{F}(\nu) \mathcal{L}^{Q}(d \nu) \quad \text { as } n \rightarrow \infty \tag{3.148}
\end{equation*}
$$

Denote

$$
\begin{aligned}
C_{d}:= & \left\{F: F \text { is a continuous functional on }\left(\mathcal{M}_{d}, \rho\right), \quad d=1,2 ;\right. \\
& \text { if } \bar{\nu}(\cdot) \text { is a distribution degenerated at } 0, \text { then } F(\bar{\nu})=0 ; \\
& \left.\frac{F(\nu)}{\bar{F}(\nu)} \text { is bounded }\right\}, \quad d=1,2 .
\end{aligned}
$$

We say that the sequence of random measures $\left\{Q^{n}\right\}_{n \geq 1}$ generalized weakly converges to the random measure $Q$ and write

$$
Q^{n} \Rightarrow Q \quad \text { as } n \rightarrow \infty
$$

$$
\mathcal{L}^{n, Q} \xrightarrow{W} \mathcal{L}^{Q} \quad \text { as } n \rightarrow \infty .
$$

The latter convergence means that conditions (3.146), (3.147), and (3.148) are satisfied, and

$$
\int F(\nu) \mathcal{L}^{n, Q}(d \nu) \rightarrow \int F(\nu) \mathcal{L}^{Q}(d \nu) \quad \text { as } n \rightarrow \infty, \quad \forall F \in C_{d}, \quad d=1,2
$$

From definitions, it easily follows that

$$
\left(Q^{n} \Rightarrow Q\right) \Rightarrow\left(\bar{Q}^{n} \xrightarrow{W} \bar{Q}\right)
$$

Indeed, it is sufficient to take

$$
\begin{equation*}
F(\nu)=\int f(x) \nu(d x), \quad f \in C_{d}, \quad x \in \mathbb{R}_{d} \tag{3.149}
\end{equation*}
$$

We consider the case described in Subsection 3.3.5. As follows from (3.125), for each $n \geq 1$,

$$
D_{n}\left(L^{n}, N^{n} ; \theta\right)=D_{n}\left(\psi^{n}, H^{n} ; \theta\right)
$$

Now we define the classes of sequences of functions $\Psi$ and $\mathcal{H}_{\Psi}$ such that if

$$
\psi=\left\{\psi^{n}\right\}_{n \geq 1} \in \Psi \quad \text { and } \quad H=\left\{H^{n}\right\}_{n \geq 1} \in \mathcal{H}_{\Psi}
$$

then

$$
D(\psi, H ; \theta)(=D(L, N ; \theta))=\lim _{n \rightarrow \infty} D_{n}\left(\psi^{n}, H^{n} ; \theta\right)
$$

(see (3.98), (3.99), (3.103), and (3.104)).
Then we construct the sequence $\psi^{*}=\left\{\psi^{*, n}\right\}_{n \geq 1}$ of score functions $\left(\Psi, \mathcal{H}_{\Psi}\right)$-optimal in the minimax sense, i.e., the sequence $\psi^{*} \in \Psi$ such that

$$
\sup _{H \in \mathcal{H}_{\Psi}} D\left(\psi^{*}, H ; \theta\right)=\inf _{\psi \in \Psi} \sup _{H \in \mathcal{H}_{\Psi}} D(\psi, H ; \theta)
$$

for each $\theta \in \Theta$.
Below the parameter $\theta$ is fixed and omitted.
(i) Definition of the class $\Psi$. Denote by $\Psi_{\alpha}^{0}, \alpha=c, \pi, \delta, b$, the class of sequences $\psi_{\alpha}=\left\{\psi_{\alpha}^{n}\right\}_{n \geq 1}$ such that
(a)

$$
\begin{equation*}
\psi_{\alpha}^{n} \in L_{2}\left(\mu_{\alpha}^{n}\right) \tag{3.150}
\end{equation*}
$$

for each $n \geq 1$;
(b) for each $n \geq 1$ and $\eta>0$ there exists a constant $r_{\alpha}^{n}=r_{\alpha}^{n}(\eta)>0$ such that

$$
\begin{equation*}
P_{\theta}^{n}\left(\int I_{\{|u|>\eta\}} \widetilde{Q}_{\alpha}^{n, \psi}(\omega, d u) \leq r_{\alpha}^{n}\right)=1, \tag{3.151}
\end{equation*}
$$

and the sequence $\left\{r_{\alpha}^{n}\right\}_{n \geq 1}$ is bounded (for each fixed $\eta$ ).
Here

$$
\widetilde{Q}_{\alpha}^{n, \psi}(\omega, \cdot)=\int I_{\left\{\psi_{\alpha}^{n} \in \cdot\right\}} d \widetilde{\mu}_{\alpha, \omega}^{n},
$$

where

$$
\begin{aligned}
\widetilde{\mu}_{c, \omega}^{n}(d t) & =c_{n}^{2}(\theta) d C_{t}^{n}, \\
\widetilde{\mu}_{\pi, \omega}^{n}(d t, d x) & =c_{n}^{2}(\theta) I_{\left\{a_{\theta}^{n}=0\right\}} \nu_{\theta}^{n}(d t, d x), \\
\widetilde{\mu}_{\delta, \omega}^{n}(d t, d x) & =c_{n}^{2}(\theta) I_{\left\{a_{\theta}^{n}>0\right\}} \nu_{\theta}^{n}(d t, d x), \\
\widetilde{\mu}_{b, \omega}^{n}(d t) & =c_{n}^{2}(\theta) p_{\theta}^{n}(\omega, d t) .
\end{aligned}
$$

First we define the classes $\Psi_{\alpha}$ for $\alpha=c, \pi, b$.

For each $n \geq 1$, we denote

$$
\bar{Q}_{\alpha}^{n, \psi}(\cdot)=\int I_{\left\{\psi_{\alpha}^{n} \in \cdot\right\}} d \mu_{\alpha}^{n}, \quad \bar{Q}_{\alpha}^{n, \psi^{1}, \psi^{2}}(\cdot)=\int I_{\left\{\left(\psi_{\alpha}^{1, n}, \psi_{\alpha}^{2, n}\right) \in \cdot\right\}} d \mu_{\alpha}^{n},
$$

where the measures $\mu_{\alpha}^{n}$ are defined by (3.123).
Fix the sequence $\psi_{\alpha}^{0} \in \Psi_{\alpha}^{0}$ and introduce the set

$$
\begin{equation*}
\Phi^{\psi_{\alpha}^{0}}=\left\{\psi \in \Psi_{\alpha}^{0}: \bar{Q}_{\alpha}^{n, \psi, \psi^{0}} \xrightarrow{W} \bar{Q}_{\alpha}^{\psi, \psi^{0}}\right\} . \tag{3.152}
\end{equation*}
$$

Let $\Psi_{\alpha} \subset \Psi_{\alpha}^{0}$ be a set of sequences with the following properties:
(1)

$$
\begin{equation*}
l_{\alpha} \in \Psi_{\alpha} \tag{3.153}
\end{equation*}
$$

(2)

$$
\begin{equation*}
\left(\left(\psi_{\alpha}^{1}, \psi_{\alpha}^{2}\right) \in \Psi_{\alpha}\right) \Rightarrow\left(\psi_{\alpha}^{1} \in \Phi^{\psi_{\alpha}^{2}}\right) \tag{3.154}
\end{equation*}
$$

(3)

$$
\begin{equation*}
\left(\widetilde{\psi}_{\alpha} \in \underset{\psi_{\alpha} \in \Psi_{\alpha}}{\cap} \Phi^{\psi_{\alpha}}\right) \Rightarrow\left(\tilde{\psi}_{\alpha} \in \Psi_{\alpha}\right) \tag{3.155}
\end{equation*}
$$

(4) the sequence $\left\{\left(\psi_{\alpha}^{n}\right)^{2}\right\}_{n \geq 1}$ is uniformly integrable with respect to the sequence of measures $\left\{\mu_{\alpha}^{n}\right\}_{n \geq 1}$. Assume, at last, that $\bar{Q}_{\alpha}^{l}([-a, a] \backslash\{0\})>0$ for each $a>0$.
Let $\alpha=\delta$.
For each $n \geq 1$, we denote

$$
\begin{aligned}
Q_{\delta}^{n, \psi}(\cdot \mid \omega, t) & =\int I_{\left\{\psi_{\delta}^{n} \in \cdot\right\}} q_{\omega, t}^{n}(d x), \\
Q_{\delta}^{n, \psi^{1}, \psi^{2}}(\cdot \mid \omega, t) & =\int I_{\left\{\psi_{\delta}^{1, n}, \psi_{\delta}^{2, n} \in \cdot\right\}} q_{\omega, t}^{n}(d x)
\end{aligned}
$$

(the measure $q_{\omega, t}^{n}(d x)$ is defined by (3.117)).
Fix the sequence $\psi_{\delta}^{0} \in \Psi_{\delta}^{0}$ and introduce the set

$$
\begin{equation*}
\Phi^{\psi_{\delta}^{0}}=\left\{\psi \in \Psi_{\delta}^{0}: Q_{\delta}^{n, \psi, \psi^{0}} \Rightarrow Q_{\delta}^{\psi, \psi^{0}}\right\} \tag{3.156}
\end{equation*}
$$

Let $\Psi_{\delta} \subset \Psi_{\delta}^{0}$ be the set of sequences $\psi_{\delta}=\left\{\psi_{\delta}^{n}\right\}_{n \geq 1}$ with properties (1), (2), (3), and (4) with $\alpha=\delta$ and, in addition,

$$
\begin{equation*}
\widehat{\psi}_{\delta}^{n}=0 \quad \text { for each } n \geq 1 \tag{5}
\end{equation*}
$$

(6)

$$
\begin{align*}
& \left(Q_{\delta}^{n, \psi} \Rightarrow Q_{\delta}^{\psi}\right) \Rightarrow \mathcal{L}^{Q_{\delta}^{\psi}}(\{\nu: \nu \text { does not have a unique median }\} \\
& \left.\cup\{\nu: \nu \text { is degenerated in } 0\} \cup\left\{\nu: \int y \nu(d y) \neq 0\right\}\right)=0 \tag{3.158}
\end{align*}
$$

Remark 3.21. Note that from (2) it follows that $\psi_{\alpha} \in \Phi^{\psi_{\alpha}}$ (take $\psi_{\alpha}^{1}=\psi_{\alpha}^{2}=\psi_{\alpha}$ ) and, therefore,

$$
\begin{gathered}
\bar{Q}^{n, \psi_{\alpha}} \xrightarrow{W} \bar{Q}^{\psi_{\alpha}}, \quad \alpha=c, \pi, b, \\
Q^{n, \psi_{\delta}} \Rightarrow Q^{\psi_{\delta}}
\end{gathered}
$$

Now $\Psi=\left(\Psi_{\alpha}, \alpha=c, \pi, \delta, b\right)$.
(ii) Definition of the class $\mathcal{H}_{\Psi}$. Let $A_{\alpha} \subset \Psi_{\alpha}^{0}, \alpha=c, \pi, \delta, b$.

Define for each $\alpha=c, \pi, \delta, b$

$$
\mathcal{H}\left(A_{\alpha}\right)=\left\{\begin{array}{lll} 
& \text { (1) } & \sup _{n} \int\left(H_{\alpha}^{n}\right)^{2} d \mu_{\alpha}^{n}<\infty  \tag{3.159}\\
\left\{H_{\alpha}^{n}\right\}_{n \geq 1}: & & \\
& \text { (2) } & \int \psi_{\alpha}^{n} H_{\alpha}^{n} d \mu_{\alpha}^{n} \rightarrow, \forall \psi_{\alpha} \in A_{\alpha}
\end{array}\right\}
$$

The symbol " $a_{n} \rightarrow$ " means that the sequence $\left\{a_{n}\right\}_{n \geq 1}$ has a finite limit.
Let $\mathcal{H}(A)=\left(\mathcal{H}\left(A_{\alpha}\right), \alpha=c, \pi, \delta, b\right)$, where $A=\left(A_{\alpha}, \alpha=c, \pi, \delta, b\right)$.
We say that the sequence

$$
H=\left\{H^{n}\right\}_{n \geq 1}=\left\{H_{\alpha}^{n}, \alpha=c, \pi, \delta, b\right\}_{n \geq 1} \in B
$$

if for each sequence of martingales $\left\{N_{\theta}^{n}\right\}_{n \geq 1}$ defined by relation (3.122) with $H_{\alpha}^{n} \in L_{2}\left(\mu_{\alpha}^{n}\right), n \geq 1$, $\alpha=c, \pi, \delta, b$, condition (3.87) of Proposition 3.6 is satisfied.

Denote for each $n \geq 1$

$$
\begin{equation*}
\mathcal{K}^{n}=\left\{H^{n}: N_{\theta}^{n} \in \mathcal{M}^{2}\left(P_{\theta}^{n}\right) ;\left\langle N_{\theta}^{n}\right\rangle_{T} \leq K_{n}\left(P_{\theta}^{n} \text {-a.s. }\right), c_{n}(\theta) \Delta N_{\theta}^{n} \geq R_{n}>-1\right\} \tag{3.160}
\end{equation*}
$$

where the martingale $N_{\theta}^{n}\left(=N_{\theta}^{n}\left(H^{n}\right)\right)$ is defined by relation (3.122) and $K_{n}$ and $R_{n}$ are real numbers. Recall that in (3.122) the index $n$ is omitted.

Define

$$
\begin{equation*}
\mathcal{H}_{\Psi}=\left\{H=\left\{H^{n}\right\}_{n \geq 1}: H^{n} \in \mathcal{H}_{R}^{n} \cap \mathcal{K}^{n}, n \geq 1 ; H \in \mathcal{H}(\Psi) \cap B\right\} \tag{3.161}
\end{equation*}
$$

where $\mathcal{H}_{R}^{n}$ is defined by (3.127).
Finally, suppose that

$$
\begin{equation*}
\mathcal{L}^{Q_{\delta}^{l}}(\{\nu: \nu \text { is degenerate }\} \cup\{\nu: \nu(\operatorname{med} \nu)>0\})=0 . \tag{3.162}
\end{equation*}
$$

Remark 3.22. Note that in the case of the discrete time, the property $H^{n} \in \mathcal{K}^{n}$ is reduced to the property $\sup _{n, \omega, t} \lambda^{n}(\omega, t)<\infty$. See also Remark 3.4.
Remark 3.23. Consider, at the qualitative level, the assumptions used in the definition of classes $\Psi$ and $\mathcal{H}_{\Psi}$. We begin with the class $\Psi$. Assumption (3.150) reflects the fact that in this work we do not come out of the framework of the $L_{2}$-theory. Assumption (3.151) strengthens the admissibility property (see Lemma 3.6), which statistically means that the "unbounded" score functions cannot be optimal, and they a priori are excluded from our consideration. Next, we see that for $\alpha=c, \pi, b$ and for $\alpha=\delta$ the conditions differ from each other and, therefore, they are given separately.

An additional assumption in the case of $\alpha=\delta$ is

$$
\widehat{\psi}_{\delta}=0
$$

which corresponds to the conditionally centering property of the score function $\psi_{i}^{n}(z, \theta \mid x)$ in discrete time models (see Subsec. 3.2.1, the definition of CLAN estimators, (3)). This results in a necessity of considering the parameter $\beta^{n}-\beta\left(Q_{\delta}^{n, l}\right)$, which is a nonlinear functional defined on the space of probability distributions. Note that technical condition (3.158) and the similar condition (3.162) ensure the continuity of the functional $\beta^{n}$ with respect to the topology of a weak convergence of distributions (see Lemma 3.4).

The presence of the parameter $\beta^{n}$ in relation (3.134) for the optimal score function $\psi^{*, n}$ complicates the verifying of the ergodic properties and results in a necessity of considering a generalized weak convergence of distributions. This convergence reduces to a weak convergence of distributions on the metric space of probability measures or, roughly speaking, to a weak convergence of distributions of distributions, see (3.156) and (3.158) (cf. (3.152) and (3.154)).

Also, we note that conditions (3.141), (3.142), (3.146), (3.147), and (3.148) are based on condition (3.150) and on property (4) of the definition of the class $\Psi_{\alpha}$ and, therefore, they appear to be natural.

The necessity of condition (3.153) is obvious. Condition (3.154), which is based on relation (3.152) strengthens, on one hand, the ergodicity properties (3.79) and (3.80) and, on the other hand, ensures asymptotic "homogeneity" of score functions in the class $\Psi$.

This implies the necessity of the requirement of convergence of joint distributions both in (3.152) and (3.156).

Condition (3.155) ("completeness" of the class $\Psi$ ) makes the class of score functions richer.
Proceed to the class $\mathcal{H}_{\Psi}$, namely, to relation (3.161). Begin with the end of the formula. Belonging of the sequence $H$ to the set $\mathcal{H}(\Psi) \cap B$ guarantees, on one hand, ergodic coordination of the classes $\Psi$ and $\mathcal{H}_{\Psi}$ (see (3.159), (2)) and, on the other hand, imposes boundedness type conditions on this sequence (see conditions (3.159), (1), and (3.87)). In particular, belonging to the set $B$ implies the contiguity of the sequence of alternative measures $\left\{\widetilde{P}_{\theta}^{n}\right\}$ with respect to the sequence of basic measures $\left\{P_{\theta}^{n}\right\}$. Further, belonging of each term $H^{n}$ of the sequence $H$ to the set $\mathcal{K}^{n}$ implies a uniform integrability of the exponential martingale $\mathcal{E}\left(c_{n}(\theta) N_{\theta}^{n}\right)$ and also the fact that $\inf _{t} \mathcal{E}_{t}\left(c_{n}(\theta) N_{\theta}^{n}\right)>0$. These facts imply the property $\widetilde{P}_{\theta}^{n} \sim P_{\theta}^{n}$.

The nontriviality of the optimization problem (3.101) follows from the relation $H^{n} \in \mathcal{H}_{R}^{n}$.
Finally, we note that the above definitions of the classes $\Psi$ and $\mathcal{H}_{\Psi}$ give statistical sense to the risk functional $D(\psi, H, \theta)$, to the optimization problem, and, as a result, to the whole problem of robust estimation considered in this chapter.

Let $\psi^{*}=\left\{\psi^{*, n}\right\}_{n \geq 1}$ be the sequence of score functions constructed in Theorem 3.5 by relation (3.134).
Theorem 3.6. The sequence $\psi^{*}$ is $\left(\Psi, \mathcal{H}_{\Psi}\right)$-optimal.
Proof. The method of proving Theorem 3.4 developed in Subsection 3.2.3, is general and can be used with small changes in the considered case.

We illustrate this fact, taking as an example the proof of Lemma 3.9.
Introduce the functions

$$
\begin{gathered}
H_{\alpha}^{n, \varepsilon}=\frac{R I_{\left\{\psi_{\alpha}^{n}>\eta_{\alpha}(1-\varepsilon)\right\}}}{\int I_{\left\{\psi_{\alpha}^{n}>\eta_{\alpha}(1-\varepsilon)\right\}} d \mu_{\alpha}^{n}}, \quad \alpha=c, \pi, b ; \\
H_{\delta}^{n, \varepsilon}=\frac{R\left(I_{\left\{\psi_{\delta}^{n}>\eta_{\delta}(1-\varepsilon)\right\}}-\int I_{\left\{\psi_{\delta}^{n}>\eta_{\delta}(1-\varepsilon)\right\}} q_{\omega, t}^{n}(d x)\right)}{\int I_{\left\{\psi_{\delta}^{n}>\eta_{\delta}(1-\varepsilon)\right\}} d \mu_{\delta}^{n}},
\end{gathered}
$$

where $\eta_{\alpha}:=\operatorname{ess} \sup |x|$.
Obviously, $\widehat{H}_{\delta}^{\psi, \varepsilon}=0$ and for each $n \geq 1$

$$
\begin{equation*}
c_{n}^{2}(\theta)\left\langle N_{\theta}^{n, \varepsilon}\right\rangle_{T}=\sum_{\alpha} \int\left(H_{\alpha}^{n, \varepsilon}\right)^{2} d \widetilde{\mu}_{\alpha}^{n} \leq \sum_{\alpha} \frac{R^{2} \int I_{\left\{u>\eta_{\alpha}(1-\varepsilon)\right\}} \widetilde{Q}_{\alpha}^{n, \psi}(\omega, d u)}{\left(\int I_{\left\{\psi_{\alpha}^{n}>\eta_{\alpha}(1-\varepsilon)\right\}} d \mu_{\alpha}^{n}\right)^{2}} \leq K_{n} \quad P_{\theta}^{n} \text {-a.s. } \tag{3.163}
\end{equation*}
$$

for some constant $K_{n}, 0<K_{n}<\infty$, thanks to (3.151).
Thus, the process $\mathcal{E}\left(c_{n}(\theta) N_{\theta}^{n, \varepsilon}\right)$ is square integrable and hence a uniformly integrable martingale. In particular, $E_{\theta}^{n} \mathcal{E}\left(c_{n}(\theta) N_{\theta}^{n, \varepsilon}\right)=1$.

Moreover, obviously, $c_{n}(\theta) \Delta N_{\theta}^{n, \varepsilon} \geq R_{n}>-1$ for some constant $R_{n}$.

Indeed, $H_{\alpha}^{n, \varepsilon} \geq 0, \alpha=c, \pi, b$, and

$$
H_{\delta}^{n, \varepsilon} \geq \frac{-R \int I_{\left\{\psi_{\delta}^{n}>\eta_{\delta}(1-\varepsilon)\right\}} q_{\omega, t}^{n}(d x)}{\int I_{\left\{\psi_{\delta}^{n}>\eta_{\delta}(1-\varepsilon)\right\}} d \mu_{\delta}^{n}}
$$

Hence if we denote by $\lambda^{n}(\omega, t)$ the last expression without the sign "-," we obtain that $c_{n}(\theta) \lambda^{n}(\omega, t)<1$ for some $n \geq 1$, by virtue of condition (3.151) and the fact that

$$
\inf _{n} \int I_{\left\{\psi_{\delta}^{n}>\eta_{\delta}(1-\varepsilon)\right\}} d \mu_{\delta}^{n}>0 .
$$

The latter follows from the definition of $\eta_{\delta}$.
Without loss of generality, we assume that $c_{n}(\theta) \lambda^{n}(\omega, t)<1$ for any $n \geq 1$ (see also Remark 3.4).
Therefore, $\widetilde{P}_{\theta}^{n}:=\mathcal{E}\left(c_{n}(\theta) N_{\theta}^{n, \varepsilon}\right) \cdot P_{\theta}^{n}$ is a probability measure, equivalent for each $n \geq 1$ to the measure $P_{\theta}^{n}, \widetilde{P}_{\theta}^{n} \sim P_{\theta}^{n}$.

We prove now that the sequence $\left\{c_{n}^{2}(\theta)\left\langle N_{\theta}^{n, \varepsilon}\right\rangle_{T}\right\}_{n \geq 1}$ is stochastically bounded with respect to the sequence of measures $\left\{\widetilde{P}_{\theta}^{n}\right\}_{n \geq 1}$.

Denote

$$
b_{\alpha}^{n}=\int I_{\left\{\psi_{\alpha}^{n}>\eta_{\alpha}(1-\varepsilon)\right\}} d \mu_{\alpha}^{n}, \quad \alpha=c, \pi, \delta, b .
$$

From (3.163) we obtain that for all $n \geq 1$,

$$
P_{\theta}^{n}\left\{\omega: c_{n}^{2}(\theta)\left\langle N_{\theta}^{n, \varepsilon}\right\rangle_{T} \leq K_{n}\right\}=1 .
$$

But, as we have proved above, $\widetilde{P}_{\theta}^{n} \sim P_{\theta}^{n}$. Hence

$$
\widetilde{P}_{\theta}^{n}\left\{\omega: c_{n}^{2}(\theta)\left\langle N_{\theta}^{n, \varepsilon}\right\rangle_{T} \leq K_{n}\right\}=1 .
$$

Thus,

$$
\varlimsup_{n \rightarrow \infty} \widetilde{P}_{\theta}^{n}\left\{c_{n}^{2}(\theta)\left\langle N_{\theta}^{n, \varepsilon}\right\rangle_{T}>d\right\} \leq \varlimsup_{n \rightarrow \infty} \widetilde{P}_{\theta}^{n}\left\{K_{n}>d\right\} \rightarrow 0 \quad \text { as } d \rightarrow \infty,
$$

since the sequence of numbers $\left\{K_{n}\right\}_{n \geq 1}$ is bounded. Indeed, $\inf _{n} b_{\alpha}^{n}>0$ by the definition of $\eta_{\alpha}$ and the sequence $\left\{r_{\alpha}^{n}\right\}_{n \geq 1}$ from (3.151) is bounded for each $\alpha=c, \pi, \delta, b$.

Now, according to Remark 3.19, if $\eta_{j}=\max _{\alpha}\left\{\eta_{\alpha}\right\}$, we take as $\bar{H}^{n, \varepsilon}$ the function

$$
\bar{H}^{n, \varepsilon}=\left(0, \bar{H}_{j}^{n, \varepsilon}, 0,0\right),
$$

where

$$
\bar{H}_{j}^{n, \varepsilon}=\frac{R I_{\left\{\psi_{j}^{n}>\eta_{j}(1-\varepsilon)\right\}}}{\int I_{\left\{\psi_{j}^{n}>\eta_{j}(1-\varepsilon)\right\}} d \mu_{j}^{n}} .
$$

Note that condition (3.127) is trivially satisfied.
Hence, we obtain

$$
\bar{H}^{n, \varepsilon} \in \overline{\mathcal{H}}_{\Psi} .
$$

The assertion follows.
Remark 3.24. The assertions of Corollaries 3.3 and 3.4 with obvious notational changes are also true.

## Chapter 4

## THE ROBBINS-MONRO-TYPE STOCHASTIC DIFFERENTIAL EQUATIONS. CONVERGENCE OF SOLUTIONS AND STRONG CONSISTENCY

The Robbins-Monro-type (RM-type) SDEs are introduced. This type of SDEs naturally includes both generalized RM stochastic approximation algorithms with martingale noises and recursive estimation procedures for general statistical models. The approach of the investigation of the a.s. convergence as $t \rightarrow \infty$ of the strong solution $Z=\left(Z_{t}\right)_{t \geq 0}$ of such type of equations is proposed. This approach is based on the new description of the convergence sets of semimartingales and nonstandard representation of the process of bounded variation (in the decomposition of the special semimartingale $\left.\left(Z_{t}^{2}\right)_{t \geq 0}\right)$ in the form of the difference of two increasing predictable processes.

### 4.1. Specification of the Model. Standard and Nonstandard Representations

1. Let the following objects be given on the stochastic basis $\left(\Omega, \mathcal{F}, F=\left(\mathcal{F}_{t}\right)_{t \geq 0}, P\right)$ :
(a) a random field $H=\left\{H_{t}(u), t \geq 0, u \in \mathbb{R}_{1}\right\}=\left\{H_{t}(\omega, u), t \geq 0, \omega \in \Omega, u \in \mathbb{R}_{1}\right\}$ with properties
(i) for each $u \in \mathbb{R}_{1}$, the process $H(u)=\left(H_{t}(u)\right)_{t \geq 0} \in \mathcal{P}$ (i.e., is predictable);
(ii) for each $t \geq 0$,

$$
\begin{gather*}
H_{t}(u)=0 \quad \text { if } \quad u=0, \\
H_{t}(u) u<0 \quad \text { for all } \quad u \neq 0 \tag{A}
\end{gather*}
$$

$P$-a.s.;
(b) a random field $M=\left\{M(t, u), t \geq 0, u \in \mathbb{R}_{1}\right\}=\left\{M(\omega, t, u), \omega \in \Omega, t \geq 0, u \in \mathbb{R}_{1}\right\}$ such that for each $u \in \mathbb{R}_{1}$ the process $M(u)=(M(t, u))_{t \geq 0} \in \mathcal{M}_{\text {loc }}^{2}$;
(c) a predictable increasing process $K=\left(K_{t}\right)_{t \geq 0}$ (i.e., $K \in \mathcal{V}^{+} \cap \mathcal{P}$ ).

We restrict the consideration to the following particular cases: for each $u \in \mathbb{R}_{1}$,
$1^{\circ} . M(u) \equiv m \in \mathcal{M}_{\mathrm{loc}}^{2}$.
$2^{\circ}$. $M(u)=f(u) \cdot m+g(u) \cdot n$, where $m \in \mathcal{M}_{\mathrm{loc}}^{c}, n \in \mathcal{M}_{\mathrm{loc}}^{d, 2}$, the predictable processes $f(u)=$ $f(t, u))_{t \geq 0}$ and $g(u)=(g(t, u))_{t \geq 0}$ are such that the corresponding stochastic integrals are well defined, and $M(u) \in \mathcal{M}_{\mathrm{loc}}^{2}$.
$3^{\circ} . M(u)=\varphi(u) \cdot m+W(u) *(\mu-\nu)$, where $m \in \mathcal{M}_{\mathrm{loc}}^{c}$, the process $\varphi(u)=(\varphi(t, u))_{t \geq 0}$ is predictable, $\mu$ is an integer-valued random measure on $\left(\Omega \times \mathbb{R}_{+} \times E, \mathcal{F} \otimes \mathcal{B}\left(\mathbb{R}_{+}\right) \times \mathcal{E}\right), \nu$ is its $P$-compensator, $(E, \mathcal{E})$ is the Blackwell space, and $W(u)=(W(t, x, u), t \geq 0, x \in E) \in \mathcal{P} \otimes \mathcal{E}$ (here all stochastic integrals are assumed to be well defined, and $\left.M(u) \in \mathcal{M}_{\mathrm{loc}}^{2}\right)$.

Later on, by the symbol $\int_{0}^{t} M\left(d s, u_{s}\right)$, where $u=\left(u_{t}\right)_{t \geq 0}$ is a predictable process, we denote the following stochastic integrals:

$$
\int_{0}^{t} f\left(s, u_{s}\right) d m_{s}+\int_{0}^{t} g\left(s, u_{s}\right) d n_{s} \quad\left(\text { in case } 2^{\circ}\right)
$$

or

$$
\int_{0}^{t} \varphi\left(s, u_{s}\right) d m_{s}+\int_{0}^{t} \int_{E} W\left(s, x, u_{s}\right)(\mu-\nu)(d s, d x) \quad\left(\text { in case } 3^{\circ}\right)
$$

provided the latter are well defined.
Consider the stochastic equation (RM procedure)

$$
\begin{equation*}
Z_{t}=Z_{0}+\int_{0}^{t} H_{s}\left(Z_{s-}\right) d K_{s}+\int_{0}^{t} M\left(d s, Z_{s-}\right), \quad t \geq 0, \quad Z_{0} \in \mathcal{F}_{0}, \tag{4.1}
\end{equation*}
$$

or the differential form

$$
\begin{equation*}
d Z_{t}=H_{t}\left(Z_{t-}\right) d K_{t}+M\left(d t, Z_{t-}\right), \quad Z_{0} \in \mathcal{F}_{0} \tag{4.2}
\end{equation*}
$$

We say that SDE (4.1) is of the Robbins-Monro type, since the drift coefficient satisfies the specific condition (A).

Assume that there exists a unique strong solution $Z=\left(Z_{t}\right)_{t \geq 0}$ of Eq. (4.1) on the whole time interval $[0, \infty), \widetilde{M} \in \mathcal{M}_{\mathrm{loc}}^{2}$, where

$$
\widetilde{M}_{t}:=\int_{0}^{t} M\left(d s, Z_{s-}\right) .
$$

Certain sufficient conditions for this can be found in [23, 25, 44].
We study the problem of $P$-a.s. convergence $Z_{t} \rightarrow 0$ as $t \rightarrow \infty$.
2. We need some facts concerning semimartingale convergence sets [118].

For completeness we formulate them.
Let $X_{\infty}=\lim _{t \rightarrow \infty} X_{t}$, and let $\{X \rightarrow\}$ denote a set where $X_{\infty}$ exists and is a finite random variable.
Denote by $\mathcal{V}^{+}(\mathcal{V})$ a set of processes $A=\left(A_{t}\right)_{t \geq 0}, A_{0}=0, A \in F \cap D$ (i.e., the process $A$ is $F$-adapted with cadlag trajectories) with nondecreasing (bounded variation on each interval $[0, t]$ ) trajectories. We write $X \in \mathcal{P}$ if $X$ is a predictable process. Denote by $S_{P}$ a class of special semimartingales, i.e., $X \in S_{P}$ if $X \in F \cap D$ and

$$
X=X_{0}+A+M,
$$

where $A \in \mathcal{V} \cap \mathcal{P}, M \in \mathcal{M}_{\text {loc }}$.
If $\Gamma_{1}, \Gamma_{2} \in \mathcal{F}$, then $\Gamma_{1}=\Gamma_{2}(P$-a.s. $)$ or $\Gamma_{1} \subseteq \Gamma_{2}(P$-a.s. $)$ which means that $P\left(\Gamma_{1} \Delta \Gamma_{2}\right)=0$ or $P\left(\Gamma_{1} \cap\left(\Omega \backslash \Gamma_{2}\right)\right)=0$, respectively, where $\Delta$ denotes the symmetric difference of sets.

Let $X \in S_{P}$. We set $A=A^{1}-A^{2}$, where $A^{1}, A^{2} \in \mathcal{V}^{+} \cap \mathcal{P}$. Denote

$$
\widehat{A}=\left(1+X_{-}+A_{-}^{2}\right)^{-1} \circ A^{1}\left(:=\int_{0}^{\cdot}\left(1+X_{s-}+A_{s-}^{2}\right)^{-1} d A_{s}^{1}\right) .
$$

Theorem 4.1. Let $X \in S_{P}, X \geq 0$. Then

$$
\left\{\widehat{A}_{\infty}<\infty\right\} \subseteq\{X \rightarrow\} \cap\left\{A_{\infty}^{2}<\infty\right\} \quad(P \text {-a.s. })
$$

Corollary 4.1.

$$
\left\{A_{\infty}^{1}<\infty\right\}=\left\{\left(1+X_{-}\right)^{-1} \circ A_{\infty}^{1}<\infty\right\}=\left\{\widehat{A}_{\infty}<\infty\right\} \quad(P \text {-a.s. }) .
$$

Remark 4.1. The theorems below have been proved in [67].
Introduce the following assumptions:
(1) $E X_{0}<\infty$;
(2) one of the conditions $(\alpha)$ and $(\beta)$ below is satisfied:
$(\alpha)$ there exists $\varepsilon>0$ such that $A_{t+\varepsilon}^{1} \in \mathcal{F}_{t}$ for all $t>0$,
$(\beta)$ for any predictable Markov moment $\sigma$,

$$
E \Delta A_{\sigma}^{1} I_{\{\sigma<\infty\}}<\infty
$$

Theorem (A). Let $X \in S_{p}, X \geq 0, X=X_{0}+A^{1}-A^{2}+M, A^{1}, A^{2} \in \mathcal{V}^{+} \cap \mathcal{P}, M \in \mathcal{M}_{\mathrm{loc}}$, and let assumptions (1) and (2) be satisfied. Then

$$
\left\{A_{\infty}^{1}<\infty\right\} \subseteq\{X \rightarrow\} \cap\left\{A_{\infty}^{2}<\infty\right\} \quad(P \text {-a.s. })
$$

Theorem (B). Let $X \in S_{p}, X \geq 0, X=X_{0}+X_{-} \circ B+A^{1}-A^{2}+M, B, A^{1}, A^{2} \in \mathcal{V}^{+} \cap \mathcal{P}, M \in \mathcal{M}_{\text {loc }}$, and let assumptions (1) and (2) (only for $A^{1}$ ) be satisfied. Then

$$
\left\{A_{\infty}^{1}<\infty\right\} \cap\left\{B_{\infty}<\infty\right\} \subseteq\{X \rightarrow\} \cap\left\{A_{\infty}^{2}<\infty\right\} \quad \text { (P-a.s.) }
$$

Theorem (B) follows from Theorem (A) if we apply the latter to the process $X \cdot \mathcal{E}^{-1}(B)$, where $\mathcal{E}(B)$ is the Dolean exponential, i.e., the solution of the equation $Y=1+Y_{-} \circ B$.

Now we reject assumptions (1) and (2) in both theorems based only on these theorems. Indeed, consider the process $Y=1+X$. Obviously, $\{X \rightarrow\}=\{Y \rightarrow\}$ ( $P$-a.s.). Introduce the process

$$
\widetilde{A}=\frac{1}{Y_{-}} \circ A^{1} \in \mathcal{V}^{+} \cap \mathcal{P} .
$$

We have

$$
X=X_{0}+A^{1}-A^{2}+M \Rightarrow Y=Y_{0}+A^{1}-A^{2}+M \equiv Y_{0}+Y_{-} \circ \widetilde{A}-A^{2}+M,
$$

i.e., we obtain the decomposition of the process $Y$ with $A^{1}=0$ and $B=\widetilde{A}$ (see Theorem (B)).

Now Theorem (B) yields that only under assumption (1),

$$
\left\{\widetilde{A}_{\infty}<\infty\right\} \subseteq\{Y \rightarrow\} \cap\left\{A_{\infty}^{2}<\infty\right\}=\{X \rightarrow\} \cap\left\{A_{\infty}^{2}<\infty\right\} \quad(P \text {-a.s. }) .
$$

But $\left\{\widetilde{A}_{\infty}<\infty\right\}=\left\{A_{\infty}^{1}<\infty\right\}$ ( $P$-a.s.), since $\left\{A_{\infty}^{1}<\infty\right\} \subseteq\left\{\widetilde{A}_{\infty}<\infty\right\}$ ( $P$-a.s.) and

$$
\left\{A_{\infty}^{1}<\infty\right\} \cap\{X \rightarrow\} \cap\left\{A_{\infty}^{2}<\infty\right\}=\left\{\widetilde{A}_{\infty}<\infty\right\} \cap\{X \rightarrow\} \cap\left\{A_{\infty}^{2}<\infty\right\} \quad(P \text {-a.s. })
$$

Thus, we obtain that the assertion of Theorem (A) is true without assumption (2). Applying the justproved fact to $X \cdot \mathcal{E}^{-1}(B)$, we obtain that the assertion of Theorem (B) is also true without assumption (2).

Further, we denote

$$
X^{l}=X_{0} \wedge l+A^{1}-A^{2}+M,
$$

for each constant $l>0$. Obviously, $E X_{0}^{l}=F\left(X_{0} \wedge l\right) \leq l$.
Then, by Theorem (A),

$$
\left\{A_{\infty}^{1}<\infty\right\} \subseteq\left\{X^{l} \rightarrow\right\} \cap\left\{A_{\infty}^{2}<\infty\right\} \quad(P \text {-a.s. }) .
$$

Hence $\left\{A_{\infty}^{1}<\infty\right\} \subseteq\left\{A_{\infty}^{2}<\infty\right\}$ and

$$
\begin{aligned}
\left\{A_{\infty}^{1}<\infty\right\} \subseteq\left\{X^{l} \rightarrow\right\} & =\left\{X^{l} \rightarrow\right\} \cap\left(\left\{X=X^{l}\right\}+\left\{X \neq X^{l}\right\}\right) \\
& =\{X \rightarrow\} \cap\left\{X=X^{l}\right\}+\left\{X^{l} \rightarrow\right\} \cap\left\{X \neq X^{l}\right\} \\
& \subseteq\{X \rightarrow\} \cap\left\{X_{0} \leq l\right\}+\left\{X_{0}>l\right\} \quad(P \text {-a.s. })
\end{aligned}
$$

for each $l>0$. Now we note that $\left\{X_{0} \leq l\right\} \uparrow \Omega\left(P\right.$-a.s.) and $\left\{X_{0}>l\right\} \downarrow \varnothing(P$-a.s. $)$ as $l \rightarrow \infty$.
Thus,

$$
\begin{aligned}
\left\{A_{\infty}^{1}<\infty\right\} & \subseteq\{X \rightarrow\} \cap \lim _{l \rightarrow \infty}\left\{X_{0} \leq l\right\}+\lim _{l \rightarrow \infty}\left\{X_{0}>l\right\} \\
& =\{X \rightarrow\} \cap \Omega+\varnothing=\{X \rightarrow\} \quad(P \text {-a.s. }) .
\end{aligned}
$$

Hence, we conclude that the assertion of Theorem (A) is true without condition (1) as well.
Corollary. The assertions of Theorems (A) and (B) are true without assumptions (1) and (2).
Remark 4.2. In [91], Theorem (A) was proved without assumptions (1) and (2). But the proof is not correct.

Apply Theorem 4.1 to the semimartingale $X_{t}=Z_{t}^{2}, t \geq 0$. Using the Ito formula, we obtain the following for the process $\left(Z_{t}^{2}\right)_{t \geq 0}$ :

$$
\begin{equation*}
d Z_{t}^{2}=d A_{t}+d N_{t} \tag{4.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& d A_{t}=\alpha_{t}\left(Z_{t-}\right) d K_{t}+\beta_{t}\left(Z_{t-}\right) d K_{t}^{d}+d\langle\widetilde{M}\rangle_{t} \\
& d N_{t}=2 Z_{t-} d \widetilde{M}_{t}+H_{t}\left(Z_{t-}\right) \Delta K_{t} d \widetilde{M}_{t}^{d}+d\left([\widetilde{M}]_{t}-\langle\widetilde{M}\rangle_{T}\right)
\end{aligned}
$$

with

$$
\begin{aligned}
\alpha_{t}(u) & :=2 H_{t}(u) u, \\
\beta_{t}(u) & :=H_{t}^{2}(u) \Delta K_{t} .
\end{aligned}
$$

Note that $A=\left(A_{t}\right)_{t \geq 0} \in \mathcal{V} \cap \mathcal{P}, N \in \mathcal{M}_{\text {loc }}$.
Represent the process $A$ in the form

$$
\begin{equation*}
A_{t}=A_{t}^{1}-A_{t}^{2} \tag{4.4}
\end{equation*}
$$

with

$$
\left\{\begin{align*}
d A_{t}^{1} & =\beta_{t}\left(Z_{t-}\right) d K_{t}^{d}+d\langle\widetilde{M}\rangle_{t},  \tag{1}\\
-d A_{t}^{2} & =\alpha_{t}\left(Z_{t-}\right) d K_{t},
\end{align*}\right.
$$

or

$$
\left\{\begin{align*}
d A_{t}^{1} & =\left[\alpha_{t}\left(Z_{t-}\right) I_{\left\{\Delta K_{t} \neq 0\right\}}+\beta_{t}\left(Z_{t-}\right)\right]^{+} d K_{t}^{d}+d\langle\widetilde{M}\rangle_{t}  \tag{2}\\
-d A_{t}^{2} & =\left\{\alpha_{t}\left(Z_{t-}\right) I_{\left\{\Delta K_{t}=0\right\}}-\left[\alpha_{t}\left(Z_{t-}\right) I_{\left\{\Delta K_{t} \neq 0\right\}}+\beta_{t}\left(Z_{t-}\right)\right]^{-}\right\} d K_{t}
\end{align*}\right.
$$

where $[a]^{+}=\max (0, a)$ and $[a]^{-}=-\min (0, a)$.
As follows from (A), $\alpha_{t}\left(Z_{t-}\right) \leq 0$ for all $t \geq 0$ and, therefore, representation (4.3) (1) directly corresponds to the usual standard form of the process $A$ (in (4.3), $A=A^{1}-A^{2}$, with $A^{1}$ and $A^{2}$ from (4.4) (1)). Therefore, representation (4.4) (1) of the process $A$ is said to be standard, while representation (4.4) (2) is said to be nonstandard.

### 4.2. The Convergence Theorem

Introduce the following group of conditions: for all $u \in \mathbb{R}_{1}$ and $t \in[0, \infty)$,
(B) (i) $\langle M(u)\rangle \ll K$,
(ii) $h_{t}(u) \leq B_{t}\left(1+u^{2}\right), B_{t} \geq 0, B=\left(B_{t}\right)_{t \geq 0} \in \mathcal{P}, B \circ K_{\infty}<\infty$, where $h_{t}(u)=\frac{d\langle M(u)\rangle_{t}}{d K_{t}}$;
(I) (i)
(i1 $) \quad I_{\left\{\Delta K_{t} \neq 0\right\}}\left|H_{t}(u)\right| \leq C_{t}(1+|u|), \quad C_{t} \geq 0, C=\left(C_{t}\right)_{t \geq 0} \in \mathcal{P}, C \circ K_{t}<\infty$,
(in $\mathrm{i}^{2} \Delta K \circ K_{\infty}^{d}<\infty$,
(ii) for each $\varepsilon>0$,

$$
\inf _{\varepsilon \leq|u| \leq 1 / \varepsilon}|\alpha(u)| \circ K_{\infty}=\infty ;
$$

(II) (i) $\left[\alpha_{t}(u) I_{\left\{\Delta K_{t} \neq 0\right\}}+\beta_{t}(u)\right]^{+} \leq D_{t}\left(1+u^{2}\right), D_{t} \geq 0, D=\left(D_{t}\right)_{t \geq 0} \in \mathcal{P}, D \circ K_{\infty}^{d}<\infty$,
(ii) for each $\varepsilon>0$,

$$
\inf _{\varepsilon \leq|u| \leq 1 / \varepsilon}\left\{|\alpha(u)| I_{\{\Delta K=0\}}+\left[\alpha(u) I_{\{\Delta K \neq 0\}}+\beta(u)\right]^{-}\right\} \circ K_{\infty}=\infty .
$$

Remark 4.3. In the above-mentioned case $1^{\circ}$ for $M(u) \equiv m \in \mathcal{M}_{\text {loc }}^{2}$, we do not require the condition $\langle m\rangle \ll K$ and replace condition (B) by

$$
\left(B^{\prime}\right) \quad\langle m\rangle_{\infty}<\infty
$$

Remark 4.4. Everywhere we assume that all conditions are satisfied $P$-a.s.
Remark 4.5. It is obvious that (I) (ii) $\Rightarrow C \circ K_{\infty}=\infty$.
Theorem 4.2. Let conditions (A), (B), (I) or (A), (B), (II) be satisfied. Then

$$
Z_{t} \rightarrow 0 \quad \text { P-a.s. } \quad \text { as } t \rightarrow \infty
$$

Proof. Assume, for example, that conditions (A), (B), and (I) are satisfied. Then by virtue of Corollary 4.1 and (4.3) with standard representation (4.4) (1) of the process $A$, we obtain

$$
\begin{equation*}
\left\{\left(1+Z_{-}^{2}\right)^{-1} \circ A_{\infty}^{1}<\infty\right\} \subseteq\left\{Z^{2} \rightarrow\right\} \cap\left\{A_{\infty}^{2}<\infty\right\} \tag{4.5}
\end{equation*}
$$

But from conditions (B) and (I) (i) we find that

$$
\left\{\left(1+Z_{-}^{2}\right)^{-1} \circ A_{\infty}^{1}<\infty\right\}=\Omega \quad(P \text {-a.s. })
$$

and, therefore,

$$
\begin{equation*}
\left\{Z^{2} \rightarrow\right\} \cap\left\{A_{\infty}^{2}<\infty\right\}=\Omega \quad(P \text {-a.s. }) . \tag{4.6}
\end{equation*}
$$

Denote $Z_{\infty}^{2}=\lim _{t \rightarrow \infty} Z_{t}^{2}, N=\left\{Z_{\infty}^{2}>0\right\}$, and assume that $P(N)>0$. In this case, from (I) (ii), by simple arguments, we obtain

$$
P\left(\left|\alpha\left(Z_{-}\right)\right| \circ K_{\infty}=\infty\right)>0
$$

which contradicts Eq. (4.6). Hence $P(N)=0$.
The proof of the second case is similar.
In the following propositions the relationship between conditions (I) and (II) is given.
Proposition 4.1. (I) $\Rightarrow$ (II).
Proof. From (I) ( $\mathrm{i}_{1}$ ) we find

$$
\left[\alpha_{t}(u) I_{\left\{\Delta K_{t} \neq 0\right\}}+\beta_{t}(u)\right]^{+} \leq \beta_{t}(u) \leq C_{t}^{2} \Delta K_{t}\left(1+u^{2}\right),
$$

and if we take $D_{t}=C_{t}^{2} \Delta K_{t}$, then (II) (i) follows from (I) (i $\mathrm{i}_{2}$ ).
Further, from (I) (iin) we obtain

$$
\left|\alpha_{t}(u)\right| I_{\left\{\Delta K_{t}=0\right\}}+\left[\alpha_{t}(u)+\beta_{t}(u)\right]^{-} I_{\left\{\Delta K_{t} \neq 0\right\}} \geq\left|\alpha_{t}(u)\right|-\beta_{t}(u) \geq\left|\alpha_{t}(u)\right|-C_{t}^{2} \Delta K_{t}\left(1+\frac{1}{\varepsilon^{2}}\right)
$$

for each $\varepsilon>0$ and $u$ with $\varepsilon \leq|u| \leq \frac{1}{\varepsilon}$.
Now (II) (ii) follows from (I) ( $\mathrm{i}_{2}$ ) and (I) (ii).
Proposition 4.2. Under (I) (i) we have (I) (ii) $\Leftrightarrow$ (II) (ii).
The proof immediately follows from the previous proposition and the trivial implication (II) (ii) $\Rightarrow$ (I) (ii).

### 4.3. Simple Sufficient Conditions for (I) and (II)

Introduce the following group of conditions: for each $u \in \mathbb{R}_{1}$ and $t \in[0, \infty)$,

$$
\begin{equation*}
\text { (i } \mathrm{i}_{1} \text { ) } \quad G_{t}|u| \leq\left|H_{t}(u)\right| \leq \widetilde{G}_{t}|u|, \quad G_{t} \geq 0, G=\left(G_{t}\right)_{t \geq 0}, \widetilde{G}=\left(\widetilde{G}_{t}\right)_{t \geq 0} \in \mathcal{P}, \widetilde{G} \circ K_{t}<\infty, \tag{S.1}
\end{equation*}
$$

$$
\begin{equation*}
\left(\mathrm{i}_{2}\right) \quad \widetilde{G}^{2} \Delta K \circ K_{\infty}^{d}<\infty \tag{i}
\end{equation*}
$$

(ii) $G \circ K_{\infty}=\infty$;

$$
\begin{align*}
& \text { (i) } \widetilde{G}[-2+\widetilde{G} \Delta K]^{+} \circ K_{\infty}^{d}<\infty ;  \tag{4.8}\\
& \text { (ii) } G\left\{2 I_{\{\Delta K=0\}}+[-2+\widetilde{G} \Delta K]^{-} I_{\{\Delta K \neq 0\}}\right\} \circ K_{\infty}=\infty .
\end{align*}
$$

## Proposition 4.3.

$$
\begin{gathered}
(\mathrm{S} .1) \Rightarrow(\mathrm{I}) \\
(\mathrm{S} .1)\left(\mathrm{i}_{1}\right),(\mathrm{S} .2) \Rightarrow(\mathrm{II})
\end{gathered}
$$

Proof. The first implication is obvious. As for the second one, we note that

$$
\begin{align*}
\alpha_{t}(u) I_{\left\{\Delta K_{t} \neq 0\right\}}+\beta_{t}(u) & =-2\left|H_{t}(u)\right||u| I_{\left\{\Delta K_{t} \neq 0\right\}}+H_{t}^{2}(u) \Delta K_{t} \\
& \leq\left|H_{t}(u)\right||u|\left[-2 I_{\left\{\Delta K_{t} \neq 0\right\}}+\widetilde{G}_{t} \Delta K_{t}\right] . \tag{4.10}
\end{align*}
$$

Thus,

$$
\begin{aligned}
{\left[\alpha_{t}(u) I_{\left\{\Delta K_{t} \neq 0\right\}}+\beta_{t}(u)\right]^{+} } & \leq\left|H_{t}(u)\right||u|\left[-2 I_{\left\{\Delta K_{t} \neq 0\right\}}+\widetilde{G}_{t} \Delta K_{t}\right]^{+} \\
& \leq \widetilde{G}_{t}\left[-2 I_{\left\{\Delta K_{t} \neq 0\right\}}+\widetilde{G}_{t} \Delta K_{t}\right]^{+}\left|u^{2}\right|
\end{aligned}
$$

and (II) (i) follows from inequality (4.8) if we take

$$
D_{t}=\widetilde{G}_{t}\left[-2+\widetilde{G}_{t} \Delta K_{t}\right]^{+} I_{\left\{\Delta K_{t} \neq 0\right\}} .
$$

Further, from inequality (4.10) we find that

$$
\left|\alpha_{t}(u)\right| I_{\left\{\Delta K_{t}=0\right\}}+\left[\alpha_{t}(u) I_{\left\{\Delta K_{t} \neq 0\right\}}+\beta_{t}(u)\right]^{-} \geq u^{2} G_{t}\left\{2 I_{\left\{\Delta K_{t}=0\right\}}+\left[-2 I_{\left\{\Delta K_{t} \neq 0\right\}}+\widetilde{G}_{t} \Delta K_{t}\right]^{-}\right\}
$$

and (II) (ii) follows from (4.9).
Remark 4.6. (a) (S.1) $\Rightarrow$ (S.2);
(b) under (S.1) (i) we have (S.1) (ii) $\Leftrightarrow$ (S.2) (ii);
(c) (S.2) (ii) $\Rightarrow$ (S.1) (ii).

Summarizing the above results, we come to the following conclusions: (a) if condition (S.1) (ii) is not satisfied, neither is condition (S.2) (ii); (b) if conditions (S.1) ( $\mathrm{i}_{1}$ ) and (S.1) (ii) are satisfied but condition (S.1) ( $\mathrm{i}_{2}$ ) is violated, then conditions (S.2) (i) and (S.2) (ii) can nevertheless be satisfied.

In this case, the nonstandard representation (4.4) (2) is useful.
Remark 4.7. Denote

$$
\widetilde{G}_{t} \Delta K_{t}=2+\delta_{t}, \quad \delta_{t} \geq-2 \quad \text { for all } t \in[0, \infty)
$$

It is obvious that if $\delta_{t} \leq 0$ for all $t \in[0, \infty)$, then $\left[-2+\widetilde{G}_{t} \Delta K_{t}\right]^{+}=0$. Therefore, condition (S.2) (i) is trivially satisfied and (S.2) (ii) takes the form

$$
\begin{equation*}
G\left\{2 I_{\{\Delta K=0\}}+|\delta| I_{\{\Delta K \neq 0\}}\right\} \circ K_{\infty}=\infty \tag{4.11}
\end{equation*}
$$

Note that if $G \min (2,|\delta|) \circ K_{\infty}=\infty$, then (4.11) holds, and the simplest sufficient condition for (4.11) is

$$
G \circ K_{\infty}=\infty, \quad\left|\delta_{t}\right| \geq \text { const }>0
$$

for all $t \geq 0$.
Remark 4.8. Let conditions (A), (B), and (I) be satisfied. Since we apply Theorem 4.1 and its corollary on the semimartingale convergence sets, we get rid of many "usual" restrictions such as "moment" restrictions, boundedness of the regression function, etc.

Remark 4.9. As an example of a nonstandard representation we tried to show to what extent one of numerous possible representations of the process $A$ from (3.2) can be useful. Obviously, starting from the purposes of statistical problems, some other useful representations are possible.

### 4.4. Special Models

## 1. Discrete time.

(a) Recursive MLE in parametric statistical models. Let $X_{0}, X_{1}, \ldots, X_{n}, \ldots$ be observations taking values in a measure space $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$ such that there exist regular conditional densities of distributions (w.r.t. a measure $\mu$ ) $f_{i}\left(x_{i}, \theta \mid x_{i-1}, \ldots, x_{0}\right), i \leq n, n \geq 1$, and $\theta \in \mathbb{R}_{1}$ is the parameter to be estimated. Denote by $P_{\theta}$ the corresponding distribution on $(\Omega, \mathcal{F}):=\left(\mathcal{X}^{\infty}, \mathcal{B}\left(\mathcal{X}^{\infty}\right)\right)$. Identify the process $X=\left(X_{i}\right)_{i \geq 0}$ with the coordinate process and denote $\mathcal{F}_{n}=\sigma\left(X_{i}, i \leq n\right)$. If $\psi=\psi\left(X_{i}, X_{i-1}, \ldots, X_{0}\right)$ is a r.v., then by $E_{\theta}\left(\psi \mid \mathcal{F}_{i-1}\right)$ we mean the following version of the conditional expectation:

$$
E_{\theta}\left(\psi \mid \mathcal{F}_{i-1}\right):=\int \psi\left(z, X_{i-1}, \ldots, X_{0}\right) f_{i}\left(z, \theta \mid X_{i-1}, \ldots, X_{0}\right) \mu(d z)
$$

if the last integral exists.
Assume that the usual regularity conditions are satisfied and denote

$$
\dot{f}_{i}\left(x_{i}, \theta \mid x_{i-1}, \ldots, x_{0}\right):=\frac{\partial}{\partial \theta} f_{i}\left(x_{i}, \theta \mid x_{i-1}, \ldots, x_{0}\right)
$$

the maximum likelihood scores by

$$
l_{i}(\theta)=\frac{\dot{f}_{i}}{f_{i}}\left(X_{i}, \theta \mid X_{i-1}, \ldots, X_{0}\right)
$$

and the empirical Fisher information by

$$
I_{n}(\theta):=\sum_{i=1}^{n} E_{\theta}\left(l_{i}^{2}(\theta) \mid \mathcal{F}_{i-1}\right)
$$

Also, we denote

$$
b_{n}(\theta, u):=E_{\theta}\left(l_{n}(\theta+u) \mid \mathcal{F}_{n-1}\right)
$$

and show that for each $\theta \in \mathbb{R}_{1}, n \geq 1$,

$$
\begin{equation*}
b_{n}(\theta, 0)=0 \quad(P \text {-a.s. }) \tag{4.12}
\end{equation*}
$$

Consider the following recursive procedure:

$$
\theta_{n}=\theta_{n-1}+I_{n}^{-1}\left(\theta_{n-1}\right) l_{n}\left(\theta_{n-1}\right), \quad \theta_{0} \in \mathcal{F}_{0}
$$

Fixing $\theta$ and denoting $Z_{n}=\theta_{n}-\theta$, we rewrite the last equation in the form

$$
\begin{equation*}
Z_{n}=Z_{n-1}+I_{n}^{-1}\left(\theta+Z_{n-1}\right) b_{n}\left(\theta, Z_{n-1}\right)+I_{n}^{-1}\left(\theta+Z_{n-1}\right) \Delta m_{n}, \quad Z_{0}=\theta_{0}-\theta \tag{4.13}
\end{equation*}
$$

where $\Delta m_{n}=\Delta m\left(n, Z_{n-1}\right)$ with $\Delta m(n, u)=l_{n}(\theta+u)-E_{\theta}\left(l_{n}(\theta+u) \mid \mathcal{F}_{n-1}\right)$.
Note that algorithm (4.13) is embedded into the stochastic approximation scheme (4.1) with

$$
\begin{gathered}
H_{n}(u)=I_{n}^{-1}(\theta+u) b_{n}(\theta, u) \in \mathcal{F}_{n-1} \\
\Delta K_{n}=1 \\
\Delta M(n, u)=I_{n}^{-1}(\theta+u) \Delta m(n, u)
\end{gathered}
$$

This example clearly shows the necessity of considering random fields $H_{n}(u)$ and $M(n, u)$.
Remark 4.10. Let $\theta \in \Theta \subset \mathbb{R}_{1}$, where $\Theta$ is an open proper subset of $\mathbb{R}_{1}$. It can be possible to define the objects $l_{n}(\theta)$ and $I_{n}(\theta)$ only on the set $\Theta$, but for each fixed $\theta \in \Theta$ the objects $H_{n}(u)$ and $M(n, u)$ are well-defined functions of the variable $u$ on the whole $\mathbb{R}_{1}$. Then under the conditions of Theorem 4.2 , $\theta_{n} \rightarrow \theta P_{\theta^{-}}$a.s. as $n \rightarrow \infty$, starting from an arbitrary $\theta_{0}$. The example given below illustrates this situation. The same example also shows the efficiency of representation (4.3) (2).
(b) The Calton-Watson branching process with immigration. Let the process

$$
X_{i}=\sum_{j=1}^{X_{i-1}} Y_{i, j}+1, \quad i=1,2, \ldots, n, \quad X_{0}=1
$$

be observed, where $Y_{i, j}$ are i.i.d. random variables having the Poisson distribution with the parameter $\theta$, $\theta>0$, to be estimated. If $\mathcal{F}_{i}=\sigma\left(X_{j}, j \leq i\right)$, then

$$
P_{\theta}\left(X_{i}=m \mid \mathcal{F}_{i-1}\right)=\frac{\left(\theta X_{i-1}\right)^{m-1}}{(m-1)!} e^{-\theta X_{i-1}}, \quad i=1,2, \ldots ; m \geq 1
$$

whence we have

$$
l_{i}(\theta)=\frac{X_{i}-1-\theta X_{i-1}}{\theta}, \quad I_{n}(\theta)=\theta^{-1} \sum_{i=1}^{n} X_{i-1} .
$$

The recursive procedure has the form

$$
\begin{equation*}
\theta_{n}=\theta_{n-1}+\frac{X_{n}-1-\theta_{n-1} X_{n-1}}{\sum_{i=1}^{n} X_{i-1}}, \quad \theta_{0} \in \mathcal{F}_{0} \tag{4.14}
\end{equation*}
$$

and if, as usual, $Z_{n}=\theta_{n}-\theta$, then

$$
\begin{equation*}
Z_{n}=Z_{n-1}-\frac{Z_{n-1} X_{n-1}}{\sum_{i=1}^{n} X_{i-1}}+\frac{\varepsilon_{n}}{\sum_{i=1}^{n} X_{i-1}} \tag{4.15}
\end{equation*}
$$

where $\varepsilon_{n}=X_{n}-1-\theta X_{n-1}$ is a $P_{\theta}$-square integrable martingale-difference. In fact, $E_{\theta}\left(\varepsilon_{n} \mid \mathcal{F}_{n-1}\right)=0$, $E_{\theta}\left(\varepsilon_{n}^{2} \mid \mathcal{F}_{n-1}\right)=\theta X_{n-1}$. In this case, $H_{n}(u)=-u X_{n-1} / \sum_{i=1}^{n} X_{i-1}, \Delta M(n, u)=\varepsilon_{n} / \sum_{i=1}^{n} X_{i-1}, \Delta K=1$, and, therefore, they are well defined on the whole $\mathbb{R}_{1}$.

Now we show that the solution of Eq. (4.14) coincides with the MLE

$$
\widehat{\theta}_{n}=\frac{\sum_{i=1}^{n}\left(X_{i}-1\right)}{\sum_{i=1}^{n} X_{i-1}}
$$

It is easy to see that $\left(\widehat{\theta}_{n}\right)_{n \geq 1}$ is strongly consistent for all $\theta>0$. Indeed,

$$
\widehat{\theta}_{n}-\theta=\frac{\sum_{i=1}^{n} \varepsilon_{i}}{\sum_{i=1}^{n} X_{i-1}}
$$

and the desirable follows from the strong law of large numbers for martingales and from the well-known fact (see, e.g., [31]) that for all $\theta>0$,

$$
\begin{equation*}
\sum_{i=1}^{\infty} X_{i-1}=\infty \quad\left(P_{\theta} \text {-a.s. }\right) . \tag{4.16}
\end{equation*}
$$

Derive this result as a corollary of Theorem 4.2.
First, we note that for each $\theta>0$, conditions (A) and ( $\mathrm{B}^{\prime}$ ) below are satisfied. Indeed,

$$
\begin{equation*}
H_{n}(u) u=\frac{-u^{2} X_{n-1}}{\sum_{i=1}^{n} X_{i-1}}<0 \tag{A}
\end{equation*}
$$

for all $u \neq 0\left(X_{i}>0, i \geq 0\right)$;

$$
\langle m\rangle_{\infty}=\theta \sum_{n=1}^{\infty} \frac{X_{n-1}}{\left(\sum_{i=1}^{n} X_{i-1}\right)^{2}}<\infty
$$

thanks to (4.16).
Now, to illustrate the efficiency of condition (II), let us consider two cases:
(1) $0<\theta \leq 1$ and (2) $\theta$ is arbitrary, i.e., $\theta>0$.

In case (1), condition (I) is satisfied. In fact,

$$
\left|H_{n}(u)\right|=\left(X_{n-1} / \sum_{i=1}^{n} X_{i-1}\right)|u|
$$

and

$$
\sum_{n=1}^{\infty} X_{n-1}^{2} /\left(\sum_{i=1}^{n} X_{i-1}\right)^{2}<\infty
$$

$P_{\theta}$-a.s. But if $\theta>1$, then the last series diverges and condition (I) (i) is not satisfied.
On the other hand, the proof of the desirable convergence by verifying condition (II) is almost trivial. Indeed, using Remark 4.7 and taking

$$
\widetilde{G}_{n}=G_{n}=X_{n-1} / \sum_{i=1}^{n} X_{i-1}
$$

we obtain $\sum_{n=1}^{\infty} G_{n}=\infty P_{\theta}$-a.s., for all $\theta>0$. Moreover, $\delta_{n}=-2+\widetilde{G}_{n}<0,\left|\delta_{n}\right| \geq 1$.
2. RM algorithm with a deterministic regression function. Consider a particular case of algorithm (4.1) with $H_{t}(\omega, u)=\gamma_{t}(\omega) R(u)$, where the process $\gamma=\left(\gamma_{t}\right)_{t \geq 0} \in \mathcal{P}, \gamma_{t} \geq 0$ for all $t \geq 0, d M(t, u)=\gamma_{t} d m_{t}$, $m \in \mathcal{M}_{\text {loc }}^{2}$, i.e.,

$$
d Z_{t}=\gamma_{t} R\left(Z_{t-}\right) d K_{t}+\gamma_{t} d m_{t}, \quad Z_{0} \in \mathcal{F}_{0}
$$

(a). Let the following conditions be satisfied:

$$
\begin{aligned}
\text { (A) } & R(0)=0, \quad R(u) u<0 \text { for all } u \neq 0 \text {, } \\
\text { (B') } & \gamma^{2} \circ\langle m\rangle_{\infty}<\infty, \\
\text { (1) } & |R(u)| \leq C(1+|u|), \quad C>0 \text { is constant, } \\
\text { (2) } & \text { for each } \varepsilon>0, \quad \inf \quad|R(u)|>0, \\
\text { (3) } & \gamma \circ K_{t}<\infty, \quad \forall t \geq 0, \quad \gamma \circ K_{\infty}=\infty, \\
\text { (4) } & \gamma^{2} \Delta K \circ K_{\infty}^{d}<\infty .
\end{aligned}
$$

Then $Z_{t} \rightarrow 0$-a.s. as $t \rightarrow \infty$.
Indeed, it is easy to see that $(A),\left(B^{\prime}\right),(1)-(4) \Rightarrow(A),(B)$, and (I) of Theorem 4.2.
In [72], this result has been proved on the basis of the theorem on the semimartingale convergence sets mentioned in Remark 4.1. In the case where $K^{d} \neq 0$, this automatically leads to the "moment" restrictions and also the additional assumption $|R(u)| \leq$ const.
(b). Let, as in case (a), conditions (A) and ( $\mathrm{B}^{\prime}$ ) be satisfied. Moreover, assume that for each $u \in \mathbb{R}_{1}$ and $t \in[0, \infty):$
(1) $\alpha_{t}(u)+\beta_{t}(u) \leq 0$,
(2) for all $\varepsilon>0, I_{\varepsilon}:=\inf _{\varepsilon \leq u \leq 1 / \varepsilon}\{-(\alpha(u)+\beta(u))\} \circ K_{\infty}=\infty$.

Then $Z_{t} \rightarrow 0 P$-a.s. as $t \rightarrow \infty$.
Indeed, it is not hard to verify that (1), (2) $\Rightarrow$ (II).
The question arises whether is it possible for (1) and (2) to be satisfied.
Suppose, in addition, that

$$
\begin{gather*}
C_{1}|u| \leq|R(u)| \leq C_{2}|u|, \quad C_{1}, C_{2} \quad \text { are constants, }  \tag{4.17}\\
\text { (3) }  \tag{3}\\
2-C_{2} \gamma_{t} \Delta K_{t} \geq 0,  \tag{4}\\
\text { (4) } \\
\gamma\left(2-C_{2} \gamma \Delta K\right) \circ K_{\infty}=\infty .
\end{gather*}
$$

Then $(3) \Rightarrow(1)$ and $(4) \Rightarrow(2)$.
Indeed,

$$
\begin{gathered}
\alpha_{t}(u)+\beta_{t}(u) \leq C_{1} \gamma_{t}|u|^{2}\left[-2+C_{2} \gamma_{t} \Delta K_{t}\right] \leq 0, \\
I_{\varepsilon} \geq C_{1} \varepsilon^{2}\left\{\gamma\left(2-C_{2} \gamma \Delta K\right) \circ K_{\infty}\right\}=\infty .
\end{gathered}
$$

Remark 4.11. (4) $\Rightarrow \gamma \circ K_{\infty}=\infty$.
In [74], the convergence $Z_{t} \rightarrow 0$-a.s. as $t \rightarrow \infty$ was proved under the following conditions:
(A) $R(0)=0, R(u) u<0$ for all $u \neq 0$;
(M) there exists a nonnegative predictable process $r=\left(r_{t}\right)_{t \geq 0}$ integrable with respect to the process $K=\left(K_{t}\right)_{t \geq 0}$ on any finite interval $[0, t]$ with the following properties:
(a) $r \circ K_{\infty}=\infty$;
(b) $A_{\infty}^{1}=\gamma^{2} \mathcal{E}^{-1}(-r \circ K) \circ\langle m\rangle_{\infty}<\infty$;
(c) all jumps of the process $A^{1}$ are bounded;
(d) $r_{t} u^{2}+\gamma_{t}^{2} \Delta K_{t} R^{2}(u) \leq-2 \gamma_{t} R(u) u$, for all $u \in \mathbb{R}^{1}$ and $t \in[0, \infty)$.

Show that $(M) \Rightarrow\left(B^{\prime}\right),(1)$, and (2).
It is obvious that $(b) \Rightarrow\left(B^{\prime}\right)$. Further, $(d) \Rightarrow(1)$. Finally, (2) follows from (a) and (d) thanks to the relation

$$
I_{\varepsilon}=\inf _{\varepsilon \leq|u| \leq 1 / \varepsilon}-(\alpha(u)+\beta(u)) \circ K_{\infty} \geq \varepsilon^{2} r \circ K_{\infty}=\infty .
$$

The implication is proved.
In the particular case where (4.7) holds and for all $t \geq 0, \gamma_{t} \Delta K_{t} \leq q, q>0$ is a constant, and $C_{1}$ and $C_{2}$ in (4.17) are chosen so that $2 C_{1}-q C_{2}^{2}>0$ if we take $r_{t}=b \gamma_{t}, b>0$ with $b<2 C_{1}-q C_{2}^{2}$, then (a) and (d) are satisfied if $\gamma \circ K_{\infty}=\infty$.

But these conditions imply (3) and (4). In fact, on one hand, $0<2 C_{1}-q C_{2}^{2} \leq C_{1}\left(2-q C_{2}\right)$ and, therefore, item (3) follows, since $2-C_{2} \gamma_{t} \Delta K_{t} \geq 2-q C_{2}>0$. On the other hand, item (4) follows from $\gamma\left(2-C_{2} \gamma \Delta K\right) \circ K_{\infty} \geq\left(2-q C_{2}\right) \gamma \circ K_{\infty}=\infty$.

From what was said above, we can conclude that if conditions (A), ( $\mathrm{B}^{\prime}$ ), (4.17), $\gamma_{t} \Delta K_{t} \leq q, q>0$, $2-q C_{2}>0$, and $\gamma \circ K_{\infty}=\infty$ are satisfied, then the desirable convergence $Z_{t} \rightarrow 0 P$-a.s. takes place and, therefore, there is no need for choosing the process $r=\left(r_{t}\right)_{t \geq 0}$ with properties (M) (cf. [74], Remark 3.3 and Sec. 4).
(c) Linear model (see, e.g., [72]). Consider the linear RM procedure

$$
d Z_{t}=b \gamma_{t} Z_{t-} d K_{t}+\gamma_{t} d m_{t}, \quad Z_{0} \in \mathcal{F}
$$

where $b \in B \subseteq(-\infty, 0)$ and $m \in \mathcal{M}_{\mathrm{loc}}^{2}$.
Assume that

$$
\begin{align*}
\gamma^{2} \circ\langle m\rangle_{\infty} & <\infty,  \tag{4.18}\\
\gamma \circ K_{\infty} & =\infty,  \tag{4.19}\\
\gamma^{2} \Delta K \circ K^{d} & <\infty .
\end{align*}
$$

Then for each $b \in B$, conditions (A), ( $\left.\mathrm{B}^{\prime}\right)$, and (I) are satisfied. Hence,

$$
\begin{equation*}
Z_{t} \rightarrow 0 \quad P \text {-a.s. } \quad \text { as } t \rightarrow \infty . \tag{4.20}
\end{equation*}
$$

Now let (4.18) and (4.19) be satisfied, but $P\left(\gamma^{2} \Delta K \circ K^{d}=\infty\right)>0$.
At the same time, assume that $B=\left[b_{1}, b_{2}\right],-\infty<b_{1} \leq b_{2}<0$ and for all $t \geq 0, \gamma_{t} \Delta K_{t}<\left|b_{1}\right|^{-1}$. Then for each $b \in B$, (4.20) holds.
Indeed,

$$
\begin{gathered}
{\left[\alpha_{t}(u) I_{\{\Delta K \neq 0\}}+\beta_{t}(u)\right]^{+}=|b| \gamma_{t} u^{2}\left[-2+|b| \gamma_{t} \Delta K_{t} I_{\{\Delta K \neq 0\}}\right]^{+}} \\
\leq I_{\{\Delta K \neq 0\}}|b| \gamma_{t} u^{2}\left[-2+\left|b_{1}\right| \gamma_{t} \Delta K_{t}\right]^{+}=0
\end{gathered}
$$

and, therefore, (II) (i) is satisfied.
On the other hand,

$$
\begin{aligned}
& \inf _{\varepsilon \leq|u| \leq 1 / \varepsilon} u^{2}\left\{2 \gamma|b| I_{\{\Delta K \neq 0\}}+b \gamma[2-|b| \gamma \Delta K] I_{\{\Delta K \neq 0\}}\right\} \circ K_{\infty} \\
& \quad \geq \varepsilon^{2}|b| \gamma[2-|b| \gamma \Delta K] \circ K_{\infty} \geq \varepsilon^{2}|b| \gamma \circ K_{\infty}=\infty .
\end{aligned}
$$

Thus, (II) (ii) is also satisfied.
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