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ON SOME LIMIT THEOREMS FOR SUMS AND

PRODUCTS OF RANDOM VARIABLES

Z. KVATADZE AND T. SHERVASHIDZE

Abstract. Central limit theorem for discounted sums of i.i.d. ran-
dom vectors with a discount matrix [9] is extended to the case of a
finite number of periodically varying discount matrices. Limiting be-
haviour of products of positive random variables is discussed which
are conditionally independent and controlled by a finite Markov chain.

îâäæñéâ. ùâêðî�èñîæ ä�ã�îæåæ åâëîâé� á�éëñçæáâ�âèæ âîåê�-

æî�á à�ê�ûæèâ�ñèæ öâéåýãâãæåæ ãâóðëîâ�æï áæïçëêðæîâ�ñèæ þ�-

éâ�æï�åãæï é�áæïçëêðæîâ�âèæ é�ðîæùæå [9℄ à�á�ð�êæèæ� ìâîæ-

ëáñè�á ùã�èâ��áæ é�áæïçëêðæîâ�âèæ é�ðîæùâ�æï ï�ïîñèæ î�-

ëáâêë�æï�åãæï. à�êæýæèâ�� é�îçëãæï ï�ïîñèæ þ�üãæå é�îåã�áæ

ìæîë�æå á�éëñçæáâ�âèæ á�áâ�æåæ öâéåýãâãæåæ ïæáæáââ�æï ê�éî�-

ãèå� ä�ã�îæåæ õëò�óùâã�.

1. Consider a sequence X0, X1, . . . of i.i.d. m-dimensional random vec-
tors on a probability space (Ω, F, P ) such that EX0 = 0, cov(X0) = R,
spR = σ2 < ∞.

For 0 < A < 1 and m = 1 the so called discounted sum

ηA =
∞
∑

j=0

AjXj

may be interpreted as the present value of the consecutive payments X0,
X1, . . . with the discount factor A. In [2] Gerber proved that the probability
distribution of the normalized sum (1−A2)1/2ηA tends weakly to the normal
law N(0, σ2) when A → 1−.

In the case m > 1 and an m×m-matrix valued A the random vector ηA,
where A0 = I, Aj+1 = AAj , j ≥ 1, and I stands for the identity m × m-
matrix, may have a lot of similar or other interpretations. Recently in [9]
the following result was proved.
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Theorem A. If for fixed R and c, 1 ≤ c < ∞, A takes its values in the

set of m × m-matrices

A(R, c) := {A : ‖A‖ < 1, A = A⊤, AR = RA, ‖I −A‖ ≤ c(1−‖A‖)} (1)

and A → I in the sense that ‖I − A‖ → 0,then the probability distribution

of ζA := (1 − A2)1/2ηA tends weakly to N(0, R).

The theorem covers the case of positive scalar matrices A = aI (with
0 < a < 1 and c = 1) and diagonal ones with at least two different diagonal
elements amax and amin, in which case c ≥ (1 − amin)/(1 − amax) > 1, both
(the latter is not less than 1 − c(1 − amax)) tending to 1 from the left.

When several discount matrices are chosen periodically, we have the fol-
lowing assertion (emphasizing scalar normalization in most transparent case
of the above-mentioned scalar matrices).

Theorem 1. If k ≥ 1 and Bl ∈ A(R, c), the set defined by (1) in Theo-

rem A, Bl → I, l = 1, . . . , k, then for the discounted sum

ηB :=

∞
∑

j=0

Aj
jXj , Aj = Bl, j ≡ (l − 1) mod k, l = 1, . . . , k, (2)

the probability distribution of the normalized sum

ζB :=
[

k
∑

l=1

B
2(l−1)
l (I − B2k

l )−1
]−1/2

ηB (3)

converges weakly to N(0, R).
In the special case of scalar matrices Bl = blI, bl → 1−, l = 1, . . . , k, the

assertion holds for

ζB =
[

k
∑

l=1

b
2(l−1)
l (1 − b2k

l )−1
]−1/2

ηB. (4)

Proof. Let ξu, u ∈ T, and ηv, v ∈ T, be two independent families of Rm-
valued random variables with zero means and nonsingular covariance ma-
trices, with an index set T being a closed subset of a metric space and let
the convergence of u and v to an element θ ∈ T be considered in the sense
of the suitable metric. Let there exist m×m matrices Ku, Lv such that the
probability distributions of Kuξu and Lvηv tend in distribution to N(0, R)
as u and v tend to θ. If we assume cov(Kuξu) = cov(Lvηv) = R where
R is symmetric and positive definite, then both normalizing matrices Ku,
Lv could be assumed symmetric and positive definite and if both commute
with the covariance matrix R we have the relations cov(ξu) = (Ku)−2R,
cov(ηv)(Lv)

−2R.
Let us now ask for a matrix Mu,v which ensures weak convergence of

Mu,v[ξu + ηv] to the same N(0, R) as u and v simultaneously tend to θ.
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Evidently it can be symmetric and if so should be such that

Mu,v[(Ku)−1R(Ku)−1 + (Lv)
−1R(Lv)

−1]1/2 = R1/2.

In the case when both Ku, Lv commute with R this leads to

Mu,v = [(Ku)−2 + (Lv)
−2]−1/2. (5)

As for scalar matrices Ku = kuI, Lu = luI we obtain Mu,v = mu,vI

with mu,v = kulv(k
2
u + l2v)−1/2. The latter case is easy to treat by using

characteristic functions (cf. [6]).
Similar relations hold for the sum of k > 2 independent sequences of

random vectors and their normalizing matrices providing limiting (0, R)-
normality for each of them.

Due to well-known facts of convergence of series of independent random
vectors the convergent series ηB can be represented as the sum

ηB = η
(1)
B1

+ · · · + η
(k)
Bk

(6)

of the independent random vectors(convergent series)

η
(l)
Bl

:= Bl−1
l

∞
∑

j=0

Bkj
l Xkj+l−1, l = 1, . . . , k, (7)

with covariance matrices B
2(l−1)
l (I − B2k

l )−1R, l = 1, . . . , k, this represen-
tation being valid since each Bl is symmetric and commutes with R.

Theorem A yields the weak convergence of distribution of B
−(l−1)
l η

(l)
Bl

to N(0, R) when Bl → I through A(R, c) (see(1)) and, as follows from

B
−(l−1)
l → I, the same for η

(l)
Bl

, l = 1, . . . , k, given by (7). What about the

limiting (0, R)-normality of the normalized sum (3), it follows by means of
the above-declared statement similar to (5) from the representation (6) of
(2) as the sum of k independent random vectors (7). As for (4) it readily
follows from (3). �

A finite time horizon of discounted sums could be treated via criteria of
normal convergence given in [7] devoted to the study of matrix-weighted
sums of i.i.d. random vectors. This problem as well as combining the
approach of both [7] and [9] to cover the case of infinite arrays of weight
matrices and corresponding sums will be the subject of a forthcoming study
of the second author.

2. Second task we deal with concerns a product of random variables,
which, e.g., is applicable when treating reinvestment problem [5].

Consider a stationary two-component sequence (ξj , Xj), j = 1, 2, . . . ,
where ξj takes its values in {1, . . . , s} and Xj is a real random variable;
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denote

ξ = (ξ1, ξ2, . . . ), ξ1n = (ξ1, . . . , ξn),

X = (X1, X2, . . . ), X1n = (X1, . . . , Xn).

One says that X is a sequence of conditionally independent random vari-
ables controlled by a sequence ξ if for any natural n the conditional dis-
tribution PX1n|ξ1n

of X1n given ξ1n is the direct product of conditional
distributions of Xj given only the corresponding ξj , j = 1, . . . , n, i.e.,

PX1n|ξ1n
= Pξ1

× · · · × Pξn
,

where Pi is the conditional distribution of X1 given {ξ1 = i}, i = 1, . . . , s
(see, e.g., [1, 8]). For s = 1 X becomes a sequence of i.i.d. random variables
with P1 as a common distribution.

When the random variables Xj are positive consider the product Tn =
X1 · · ·Xn in the case when the controlling sequence ξ is a regular Markov
chain for which {1, . . . , s} is the only ergodic class. A limiting behavior
of this product is easy to describe using limit theorems for sums of such
summands, called usually random variables defined on the Markov chain
(we mention here the works by Ibragimov and Linnik (1965), Aleshke-
vichus (1966), O’Brien (1974), Koroliuk and Turbin (1976), Grigorescu and
Oprisan (1976), Sirazhdinov and Formanov (1978), Silvestrov (1982), Anisi-
mov (1982), Bokuchava (1984) and others; for the exact references see,
e.g., [1]).

Let πi = P{ξ1 = i}, i = 1, . . . , s, be a common distribution of ξjs,
Z = (zil, i, l = 1, . . . , s) be the fundamental matrix of the Markov chain ξ.
Denote

µi = E(ln X1 | ξ1 = i), σ2
i = E[(ln X1 − µi)

2 | ξ1 = i], i = 1, . . . , s,

µ = E ln X1 =
s

∑

i=1

πiµi, σ2
0 =

s
∑

i=1

πiσ
2
i ,

t =

s
∑

i,l=1

(πizil + πlzli − πiδil − πiπl)µiµl

and for a real x let N(x | 0, b) be the (0, b)-normal distribution function.

Consider the sum Sn = 1√
n

n
∑

j=1

(lnXj − µ) and split it into two uncorre-

lated sums

Sn = Sn1 + Sn2,

where

Sn1 =
1√
n

n
∑

j=1

[lnXj − µξj
], Sn2 =

1√
n

n
∑

j=1

[µξj
− µ].
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The following theorem is valid, where
w→ stands for weak convergence as

n → ∞(see [1]).

Theorem B. If σ2
0 < ∞, then we have:

1) PSn1|ξ1n

w→ N(0, σ2
0) P -a.s.;

2) PSn1

w→ N(0, σ2
0);

3) PSn

w→ N(0, σ2
0 + t).

This theorem yields the desired asymptotic behavior of Tn which refines
convergence in probability in an analogue of the law of large numbers for
the geometric mean of our sequence of conditionally independent random
variables X1, . . . , Xn controlled by the Markov chain in the sense of mar-
kovian switching of distributions of Xj (which is easy to derive from the

Khintchine theorem) asserting that T
1/n
n e−µ tends to 1 in probability. In

financial modelling the geometric mean Gn = T
1/n
n can be interpreted as

the mean discount factor or mean interest rate in the time horizon [1, n].

Theorem 2. If σ2
0 < ∞, then for x > 0 we have as n → ∞:

1) P
{[

e
−

n
∑

j=1

µξj

Tn

]1/
√

n

< x | ξ1n

}

→ N(lnx | 0, σ2
0) P -a.s.;

2) P
{[

e
−

n
∑

j=1

µξj

Tn

]1/
√

n

< x
}

→ N(lnx | 0, σ2
0);

3) P
{

(e−nµTn)1/
√

n < x
}

= P
{

(e−µGn)
√

n < x
}

→ N(lnx | 0, σ2
0 + t).

Example. Let Xj , j = 1, 2, . . . , be i.i.d. positive random variables and
νp be an independent on this sequence geometric random variable with a
parameter p. In [5] motivated by the interpretation of Tνp

as the total
return after continued reinvestment in the same type of business beginning
with unit capital X0 = 1 with equal break-off probability at each step, the
distributions of this and related products are studied, particularly for p → 0.

Instead of independent environment let us consider the environment de-
scribed by the above mentioned stationary Markov chain with s = 2 states
and the transition matrix

(

1 − c c
d 1 − d

)

,

where 0 < d ≤ 1, 0 < c ≤ 1, c + d < 2. For c + d = 2, the chain reduces
to the alternating sequence and for c + d = 1 to the independent Bernoulli
sequence. For this chain π1 = d/(c + d), π2 = c/(c + d).

Let the corresponding conditional distributions be the uniform ones in
[0, α] and [0, β], respectively, 0 < α < β ≤ 1.Thus µ1 = lnα − 1, µ2 =
lnβ − 1, σ2

1 = σ2
2 = 1 = σ2

0 , µ = π1 lnα + π2 lnβ − 1 and as it follows from
[4, Ch. IV]

t = cd(2 − c − d)(c + d)−3 ln2(α/β).
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For Tn Theorem 2 holds with these concrete µ1, µ2, µ, σ2
0 = 1, t. Note that

for the alternating sequence t = 0 and µ = ln
√

αβ − 1.
When s = 1 and the common distribution of i.i.d. Xjs is the uniform

one in [0, 1], the random variable − lnTn has the Erlang distribution with
parameters n and 1 [3], which is approximated by Theorem 2 (t = 0).
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