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THE CONSISTENT ESTIMATES OF CHARLIER’S STATISTICAL STRUCTURES

OMAR PURTUKHIA1,2 AND ZURAB ZERAKIDZE3

Abstract. In this paper, we study the Charlier statistical structures {E,S, µi, i ∈ I}. The sufficient
and necessary conditions are given for the existence of consistent estimates of parameters for various

definitions of strong separability of statistical structures and for various σ-algebras S.

1. Introduction

Let (E,S) be a measurable space with a given family of probability measures {µi, i ∈ I}.
We recall some definitions from [1–4].

Definition 1.1. An object {E,S, µi, i ∈ I} is called a statistical structure.

Definition 1.2. A statistical structure {E,S, µi, i ∈ I} is called orthogonal (singular) if the family
of probability measures {µi, i ∈ I} consists of pairwise singular measures (i.e. µi ⊥ µj , ∀i 6= j).

The example below shows that the relation of orthogonality of pairs of measures is only symmetric
and is neither transitive nor reflexive.

Example 1.1. Let E = [0, 1] and let S be a Borel σ-algebra of subsets of [0, 1]. Let µ1(B) =
2l(B∩ [0, 12 ]); µ2(B) = 2l(B∩ ( 1

2 , 1]) and µ3(B) = 3l(B∩ [0, 13 ]) (B ∈ S), where l is Lebesgue measures
on S. Then µ1⊥µ2 and µ2⊥µ3, but µ1 is not orthogonal to µ3.

Definition 1.3. A statistical structure {E,S, µi, i ∈ I} is called weakly separable if there exists a
family of S-measurable sets {Xi, i ∈ I} such that

µi(Xj) =

{
1, if i = j;

0, if i 6= j
(i, j ∈ I).

Definition 1.4. A statistical structure {E,S, µi, i ∈ I} is called separable if there exists a family of
S-measurable sets {Xi, i ∈ I} such that

1) µi(Xj) =

{
1, if i = j;

0, if i 6= j
(i, j ∈ I);

2) ∀i, j ∈ I : card(Xi ∩Xj) < c, if i 6= j,

where c denotes the power of continuum (in this case, the cardinality of the intersection of the sets is
either countable or finite).

Definition 1.5. A statistical structure {E,S, µi, i ∈ I} is called strongly separable if there exists a
disjoint family of S-measurable sets {Xi, i ∈ I} such that the relations

µi(Xi) = 1, ∀i ∈ I
are fulfilled.

Remark 1.1. From the strong separability there follows separability, from the separability there
follows weak separability and from the weak separability there follows orthogonality, but not vice
versa (see [4]).
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Let I be the set of hypotheses and let B(I) be σ-algebra of subsets of I which contains all finite
subsets of I.

Definition 1.6. We say that the statistical structure {E,S, µi, i ∈ I} admits consistent estimators of
parameters i ∈ I if there exists at least one measurable mapping δ : (E,S) −→ (I,B(I)) such that

µi({x : δ(x) = i}) = 1, ∀ i ∈ I.

Remark 1.2. It is obvious that if the statistical structure {E,S, µi, i ∈ I} admits consistent estima-
tors of parameters i ∈ I, then the statistical structure {E,S, µi, i ∈ I} is strongly separable, but not
vice versa.

In the example below, we give the construction of a strongly separable (see Definition 1.5) sta-
tistical structure with the cardinality of the continuum that does not admit consistent estimators of
parameters.

Example 1.2. As a set of parameters consider the set I = R = (−∞,+∞) and let B(I) = L(I)
be a Lebesgue σ-algebra on R. Let δ : R → R denote some bijective mapping at the axis R which
is Lebesgue non-measurable. We divide the segment [− 1

2 ,
1
2 ] into classes as follows: points x and y

are included in a certain class if and only if the difference x − y is a rational number. It is evident
that the different classes are disjoint. Take one point from each class and denote the set of these
points by A. It is obvious that the set A is not L(R)-measurable and its cardinality is continuum,
cardA = c. Therefore there is a one-to-one mapping f1 : A → [0, 1] such that f1(A) = [0, 1]. As
A ⊂ [− 1

2 ,
1
2 ] ⊂ [−1, 1], it is obvious that card([−1, 1] \ A = c) and there exists the bijective reflection

f2 : [−1, 1] \A→ [−1, 0] such that f2([−1, 1] \A) = [−1, 0]. Let

δ(x) =


x, if x ∈ R \ [−1, 1];

f1, if x ∈ A;

f2, if x ∈ [−1, 1] \A.

δ(x) is a Lebesgue non-measurable because δ−1([0, 1]) = f−11 ([0, 1]) = A. Hence the inverse mapping
δ−1 will also be Lebesgue non-measurable. Let

µi(X) =

{
1, if δ(i) ∈ X;

0, if δ(i) /∈ X

for i ∈ R and X ∈ L(R). It is easy to see that the statistical structure {R,L(R), µi, i ∈ R} is a
strongly separable (see Definition 1.5) statistical structure that does not admit consistent estimators
of parameters. This means that there exists the measurable mapping δ : (R,L(R))→ (R,L(R)) such
that

µi({x : δ(x) = i}) = 1, ∀i ∈ R.
Therefore δ(i) ∈ {x : δ(x) = i}. Hence, we have δ(δ(i)) = i, ∀i ∈ R. On the other hand, δ−1(δ(i)) = i,
∀i ∈ R. Consequently, δ−1 ◦ δ = δ ◦ δ and δ−1 = δ ◦ δ ◦ δ−1 = δ. Thus we find that δ−1 is measurable
which contradicts the fact that the inverse function of the non-measurable function δ is not measurable.

2. The Charlier Statistical Structure

The normal distribution is symmetrical, that is, the normal distribution density function

f(x) =
1√
2πσ

e−
(x−m)2

2σ2

is symmetric with respect to the line x = m. However, in practice, asymmetric distributions are also
often encountered. In the case when the asymmetry in absolute value is not very large, the density
can be expressed by using the so-called Charlier’s law.

The density of Charlier’s law is determined by the equality

fCh(x) = f(x) +
1

σ

[S3(X)

6
· zu· (u3 − 3u) +

E4(X)

24
· zu· (u4 − 6u2 + 3)

]
, (2.1)
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where f(x) is the density of the normal distribution, u = x−m
σ , zu = 1√

2π
e−u

2/2, S3(X) = µ3/σ
3 is

asymmetry, and E4(X) = µ4/σ
4 − 3 is kurtosis.

Thus the second term on the right-hand side of (2.1) is a correction to the normal distribution.
Obviously, for S3(X) = 0 and E4(X) = 0, the Charlier distribution coincides with the normal distri-
bution.

Let µ be the probability measure given on (R,L(R)) by the formula

µ(A) =

∫
A

fCh(x)dx, A ∈ L(R).

The probability measure determined in this way will be called the Charlier measure.

Definition 2.1. A statistical structure {E,S, µi, i ∈ I} is called a statistical Charlier structure if µi,
∀i ∈ I are Charlier measures.

Let I = {i1, i2, . . . , in, . . .} be a countable set of parameters.

Theorem 2.1. Charlier’s statistical structure {E,S, µi, i ∈ I} admits consistent estimators of pa-
rameters i ∈ I, if and only if it is either strongly separable, or separable, or weakly separable, or
orthogonal.

Proof. Necessity. Since Charlier’s statistical structure {E,S, µi, i ∈ I} admits consistent estimators
of parameters i ∈ I, there exists a measurable mapping δ : (E,S) −→ (I,B(I)) such that

µi({x : δ(x) = i}) = 1, ∀ i ∈ I (card I = χ0).

Let Xi = {x : δ(x) = i}, then it is evident that Xi′ ∩Xi′′ = ∅ ∀i′ 6= i
′′

(i
′
, i
′′ ∈ I) and µi(Xi) = 1

∀i ∈ I. Therefore the statistical structure {E,S, µi, i ∈ I} is strongly separable.

Sufficiency. The orthogonality of the Charlier statistical structure {E,S, µi, i ∈ I} implies that

µi′⊥µi′′ for any i
′ 6= i

′′
, i
′
, i
′′ ∈ I. The singularity of probability measures implies the existence of a

family of S-measurable sets Xi′ , i′′ such that for any i
′ 6= i

′′
, i
′
, i
′′ ∈ I we have µi′′ (Xi′ , i′′ ) = 0 and

µi′ (E \Xi′ , i′′ ) = 0. If we now consider the sets Xi′ = ∪
i′ 6=i′′

(E \Xi′ , i′′ ), we can see that µi′ (Xi′ ) = 0

and µi′′ (E \Xi′ ) = 0, ∀i′ 6= i
′′
. This implies that the Charlier statistical structure {E,S, µi, i ∈ I} is

weakly separable and there exists a family of S-measurable sets {X̃i, i ∈ I} such that

µi′′ (X̃i′ ) =

{
1, if i

′
= i

′′
;

0, if i
′ 6= i

′′
.

Let us consider the sets Xi′ = X̃i′ \(X̃i′ ∩( ∪
i′ 6=i′′

X̃i′′ )), i
′ ∈ I. It is clear that Xi′ ∩Xi′′ = ∅ ∀i′ 6= i

′′

and µi′ (Xi′ ) = 1, ∀i′ ∈ I. We define the mapping δ : (E,S)→ (I,B(I)) as follows: δ(Xi) = i, i ∈ I.
Then we have µi({x : δ(x)}) = 1, ∀i ∈ I, i.e., Charlier’s statistical structure {E,S, µi, i ∈ I} admits
consistent estimators of parameters. �

As noted above (Remark 1.2), not every strongly separable (Definition 1.6) statistical structure
admits consistent estimators of parameters.

Let {µi, i ∈ I} be Charlier probability measures defined on the measurable space (E,S). For each
i ∈ I, we denote by µi the completion of the measure µi, and by dom(µi) – the σ-algebra of all
µi-measurable subsets of E.

We denote
S1 = ∩

i∈I
dom(µi).

Definition 2.2. The Charlier statistical structure {E,S1, µi, i ∈ I} is called strongly separable if
there exists a family of S1-measurable sets {Zi, i ∈ I} such that the relations

1) µi(Zi) = 1 ∀i ∈ I;
2) Zi1 ∩ Zi2 = ∅, ∀i1 6= i2, i1, i2 ∈ I;
3) ∪

i∈I
Zi = E are fulfilled.



414 O. PURTUKHIA AND Z. ZERAKIDZE

Definition 2.3. We will say that the Charlier statistical structure {E,S1, µi, i ∈ I} admits consistent
estimators of parameters i ∈ I if there exists at least one measurable mapping δ : (E,S1) −→
(I,B(I)) such that

µi({x : δ(x) = i}) = 1, ∀ i ∈ I.

Theorem 2.2. In order that the Charlier orthogonal statistical structure {E,S1, µi, i ∈ I}, card I = c,
admitted a consistent estimators of parameters i ∈ I (Definition 2.3), it is necessary and sufficient
that this statistical structure be strongly separable (Definition 2.2).

Proof. Necessity. The existence of consistent estimators of parameters i ∈ I means that there exists
at least one measurable mapping δ : (E,S1) −→ (I,B(I)) such that

µi({x : δ(x) = i}) = 1, ∀ i ∈ I.
Denoting Zi = {x : δ(x) = i} for i ∈ I, we get:
1) µi(Zi) = µi({x : δ(x) = i}) = 1, ∀i ∈ I;
2) Zi1 ∩ Zi2 = {x : δ(x) = i1} ∩ {x : δ(x) = i2} = ∅, ∀i1 6= i2, i1, i2 ∈ I;
3) ∪

i∈I
Zi = E.

Hence the statistical structure {E,S1, µi, i ∈ I} is strongly separable (Definition 2.2).

Sufficiency. Since the Charlier statistical structure {E,S1, µi, i ∈ I}, card I = c, is strongly separable
(Definition 2.2), there exists a family {Zi, i ∈ I} of elements of the σ-algebra S1 = ∩

i∈I
dom(µi) such

that:
1) µi(Zi) = 1, ∀i ∈ I;
2) Zi1 ∩ Zi2 = ∅, ∀i1 6= i2, i1, i2 ∈ I;
3) ∪

i∈I
Zi = E.

For x ∈ E, we put δ(x) = i, where i is a unique hypothesis from the set I for which x ∈ Zi. The
existence and uniqueness of such hypothesis i can be proved by using conditions 2) and 3).

Take now Y ∈ B(I). Then {x : δ(x) ∈ Y } = ∪
i∈Y

Zi. We have to show that {x : δ(x) ∈ Y } ∈
dom(µi0) for each i0 ∈ I.

If i0 ∈ Y, then
{x : δ(x) ∈ Y } = ∪

i∈I
Zi = Zi0 ∪ ( ∪

i∈Y \{i0}
Zi).

On the one hand, from conditions 1), 2) and 3) it follows that

Zi0 ∈ S1 = ∩
i∈I

dom(µi) ⊆ dom(µi0).

On the other hand, the inclusion

∪
i∈Y \{i0}

Zh ⊆ (E \ Zi0)

implies that µi0
(

∪
i∈Y \{i0}

Zi
)

= 0, and hence

∪
i∈Y \{i0}

Zi ∈ dom(µi0).

Since dom(µi0) is a σ-algebra, we conclude that

{x : δ(x) ∈ Y } = Zi0 ∪
(

∪
i∈Y \{i0}

Zi
)
∈ dom(µi0).

If i0 /∈ Y , then {x : δ(x) ∈ Y } = ∪
i∈I
Zi ⊆ (E \ Zi0) and we conclude that µi0({x : δ(x) ∈ Y }) = 0.

The last relation implies that

{x : δ(x) ∈ Y } ∈ dom(µi0), ∀Y ∈ B(I).

Thus, we have proved the validity of the relation {x : δ(x) ∈ Y } ∈ dom(µi0) for any i0 ∈ I. Hence

{x : δ(x) ∈ Y } ∈ ∩
i∈I

dom(µi) = S1.

Therefore the mapping δ : (E,S1) −→ (I,B(I)) is measurable.
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Since B(I) contains all finite subsets of I, we ascertain that

µi({x : δ(x) = i}) = µi(Zi) = 1, ∀ i ∈ I. �

Remark 2.1. If we consider Definition 1.5, then Theorem 2.1 is valid for strongly separable Charlier
statistical structures of countable cardinality, but if we consider Definition 2.2, then Theorem 2.2 is
true for strongly separable statistical structures with the cardinality of the continuum.
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