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ABSTRACT. Unimprovable in a certain sense conditions are established which guarantee, respectively, the unique
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In the present paper we consider the problems on the existence of a solution of the differential equation

 , ,u f t u u  , (1)

defined on a finite open interval ] , [a b  and satisfying either the conditions

2lim ( ) 0, lim ( ) 0, ( )
b

t a t b
a

u t u t u t dt
 

    , (2)

or

2lim ( ) 0, lim ( ) 0, ( )
b

t a t b
a

u t u t u t dt
 

     . (3)

Here the function 2:] , [f a b R R   satisfies the local Carathéodory conditions, i.e. ( , , ) :] , [f x y a b R   is measurable

for any 2( , )x y R ,  2( , , ) :f t R R    is continuous for almost all ] , [t a b  and the function

 * ( ) sup | ( , , ) |:| | | |f t f t x y x y    (4)

is Lebesgue integrable on [ , ]a b    for any ]0, [    and ]0, ( ) / 2[b a   .

A function :] , [u a b R  is said to be a solution of Eq. (1) if it is absolutely continuous together with its first
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derivative on each closed interval, contained in ] , [a b , and satisfies Eq. (1) almost everywhere on ] , [a b . The solution of
Eq. (1), satisfying conditions (2) (conditions (3)), is said to be a solution of problem (1),(2) (of problem (1),(3)).

A solution 0u  of problem (1),(2) or problem (1),(3) is said to be maximal (minimal) if an arbitrary solution of that
problem satisfies the inequality

 0 0( ) ( ) ( ) ( )u t u t u t u t     for  a t b  .

Eq. (1) is said to be singular if for some 0  , the function *f , defined by equality (4), is non-integrable on [ , ]a b ,

having the singularity at least at one of the boundary points of that interval. The singularity at the point a (at the point
b) is said to be strong if

* *( ) ( ) ( ) ( )
t b

a t

s a f s ds b s f s ds 

 
      

  
     for  a t b  .

The basics of the theory of boundary value problems for singular differential equations and systems, including the
two-point problems

lim ( ) 0, lim ( ) 0
t a t b

u t u t
 

  (20)

and

lim ( ) 0, lim ( ) 0
t a t b

u t u t
 

  (30)

for the singular differential equation (1), were laid by I. Kiguradze (see [1, 2] and the references therein). In [2-13], the
optimal sufficient conditions are established for the solvability and unique solvability of problems (1),(20); (1),(30), and
analogous problems for higher order singular differential equations. In [6] and [13], there are also obtained the conditions
for the existence of extremal solutions of problems (1),(20) and (1),(30).

R. P. Agarwal and I. Kiguradze ([14], [15]) proposed new statements of two-point problems for higher order linear
differential equations with strong singularities, and they found unimprovable sufficient conditions for the Fredholmicity
and unique solvability of those problems. In particular, they proved that if ( , , ) ( ) ( )f t x y p t x q t   and the function p
has a strong singularity at the point a or b, then problem (1),(20) (problem (1),(30)) may have an infinite set of solutions
whereas problem (1), (2) (problem (1),(3)) is uniquely solvable. Therefore in the case of strong singularity it is expedient
to replace conditions (20) (conditions (30)) by conditions (2) (conditions (3)). In that case problems (1),(2) and (1),(3) are
studied insufficiently. In particular, the question on the existence of extremal solutions of those problems remains still
open. The goal of the present paper is to fill this gap.

By (] , [)locL a b  (by (] , ])locL a b ) we denote the space of functions :] , [q a b R , Lebesgue integrable on [ , ]a b  

(on [ , ]a b ) for any ]0, ( ) / 2]b a   .
The following theorem is valid.

Theorem 1. Let on 2] , [a b R  the inequality

0 1 2
2 2( , , )sgn | | | | ( )

( )( ) ( )( )( ) ( )
l l l

f t x y x x y q t
t a b t t a b tt a b t

 
          

(5)

be fulfilled, where l0, l1, l2 are non-negative constants, and (] , [)locq L a b  is a non-negative function such that

0 1 2
2

4 2
1

2( )
l l l

b ab a
  


(6)

and
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1/ 2 1/ 2( ) ( ) ( )
b

a

t a b t q t dt    . (7)

Then problem (1),(2) is solvable and it has a minimal and a maximal solutions.
Remark 1. Condition (6) in Theorem 1 is unimprovable in the sense that it cannot be replaced by the condition

0 1 2
2

4 2
1

2( )
l l l

b ab a
   

 , (6)

no matter how small >0 would be. Indeed, if

1
1

3 2


   

and

2

2 2
(1 )( 2 ) 2( , , )

( )( )( ) ( )
b a tf t x y x

t a b tt a b t
     

      
, (8)

then conditions (5), (6), and (7) are satisfied, where

2
0 1 2(1 )( ) , 2 , 0, ( ) 0l b a l l q t        . (9)

On the other hand, in that case the function

( ) ( ) ( )u t c t a b t    (10)

is a solution of problem (1), (2) for any c R . Therefore this problem does not have a minimal and a maximal solutions.
Remark 2. The conditions of Theorem 1 do not guarantee the existence of extremal solutions of problem (1),(20).

Indeed, if

10
4

 

and identity (8) holds, then on the one hand, conditions (5)-(7) are satisfied, where l0, l1, l2 and q are the numbers and the
function, given by equalities (9), and on the other hand, the function u, defined by equality (10), is a solution of problem
(1),(20) for any c R . Therefore this problem has no extremal solution.

Theorem 2. Let * (] , ])locf L a b   for any 0   and let on 2] , [a b R  the inequality

0 1 2
2 2( , , )sgn | | | | ( )

( )(2 ) ( )(2 )( ) (2 )
l l l

f t x y x x y q t
t a b a t t a b a tt a b a t

 
             

be fulfilled, where l0, l1, l2 are non-negative constants, and (] , ])locq L a b  is a non-negative function such that

0 1 2
2 1

2( )
l l l

b ab a
  


(11)

and

1/ 2( ) ( )
b

a

t a q t dt   . (12)

Then problem (1),(3) is solvable and it has a minimal and a maximal solutions.
Remark 3. If (0,1)   and
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2

2 2
4 (1 )( ) 2( , , )

( )(2 )( ) (2 )
b tf t x y x

t a b a tt a b a t
    

        
,

then for any c R , the function

( ) ( ) (2 )u t c t a b a t    
is a solution of problem (1),(30). From this fact it follows that:

(i) the conditions of Theorem 2 do not guarantee the existence of extremal solutions of problem (1),(30);
(ii) condition (11) in Theorem 2 is unimprovable and it cannot be replaced by the condition

0 1 2
2 1

2( )
l l l

b ab a
   


,

no matter how small >0 would be.
Remark 4. Conditions (7) and (12) in Theorems 1 and 2 are also unimprovable and they cannot be replaced by the

conditions

1/ 2 1/ 2( ) ( ) ( )
b

a

t a b t q t dt      (7)

and

1/ 2( ) ( )
b

a

t a q t dt   , (12)

no matter how small >0 would be. Indeed, if

3 3
2 2

1 2( , , ) ( ) ( )f t x y t a t a 
 

    ,   where  1 2| | | | 0     
3
2( , , ) ( )f t x y t a

 
  

 
,

then problem (1),(2) (problem (1),(3)) has no solution, though in that case all the conditions of Theorem 1 (Theorem 2) are
fulfilled except condition (7) (condition (12)) instead of which condition (7 )(condition (12)) is satisfied.

Note that under the conditions of Theorem 1 (Theorem 2) problem (1),(2) (problem (1),(3)) may be both uniquely and
non-uniquely solvable. This is evident from Theorems 3-6 below.

Theorems 3 and 4 concern the case where the function f with respect to the phase variables satisfies the Lipschitz
one-sided condition. More precisely, we consider the case where one of the following two conditions is satisfied on

2] , [a b R :

 1 1 2 2 1 2( , , ) ( , , ) sgn( )f t x y f t x y x x  

0 1 2
1 2 1 22 2 | | | |

( )( ) ( )( )( ) ( )
l l l

x x y y
t a b t t a b tt a b t

 
           

(13)

and

 1 1 2 2 1 2( , , ) ( , , ) sgn( )f t x y f t x y x x  

0 1 2
1 2 1 22 2 | | | |

( )(2 ) ( )(2 )( ) (2 )
l l l

x x y y
t a b a t t a b a tt a b a t

 
              

, (14)

where l0, l1, l2 are non-negative constants.
Theorem 3. If along with (13) conditions (6) and (7) are fulfilled, where ( ) | ( ,0,0) |q t f t , then problem (1),(2) has

a unique solution.
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Theorem 4. Let along with (14) conditions (11) and (12) be fulfilled, where ( ) | ( ,0,0) |q t f t . If, moreover,,
* (] , ])locf L a b   for any 0  , then problem (1),(3) has a unique solution.

Finally, we consider the case where one of the following two conditions is satisfied on 2] , [a b R :

 0 | | ( , , ) ( ) | | sgnr x f t x y p t y x   

0 1
2 2 | | | |

( )( )( ) ( ) ( ) ( )
l l rx x

t a b tt a b t t a b t


 

 
         

(15)

and

 0 | | ( , , ) ( ) | | sgnr x f t x y p t y x   

0 1
2 2 | | | |

( )(2 )( ) (2 ) ( )
l l rx x

t a b a tt a b a t t a




 
          

, (16)

where

0
30 ( 0,1), 0, 0 1,

2il i r r 
 


       , (17)

and :] , [p a b R  is a measurable function such that

l2 = vraimax  ( )( ) | ( ) |:t a b t p t a t b      , (18)

or

l2 = vraimax ( )(2 ) | ( ) |:t a b a t p t a t b       . (19)

Theorem 5. If along with (15), (17), and (18) condition (6) is satisfied, then problem (1),(2) has: the trivial solution,
the positive on ] , [a b  maximal solution, and the negative on ] , [a b  minimal solution.

Theorem 6. Let along with (16), (17), and (19) condition (11) be satisfied. If, moreover, * (] , ])locf L a b   for any

0  , then problem (1),(3) has: the trivial solution, the positive on ] , [a b  maximal solution, and the negative on ] , [a b
minimal solution.

As examples, we consider the differential equations

0 1 2
2 2 | | | | sgn

( )( ) ( )( )( ) ( ) ( ) ( )
l l l ru u u u u

t a b t t a b tt a b t t a b t


 

 
             

(20)

and

0 1 2
2 2 | | | | sgn

( )(2 ) ( )(2 )( ) (2 ) ( )
l l l ru u u u u

t a b a t t a b a tt a b a t t a




 
               

, (21)

where l0, l1, l2 are non-negative constants, r is a positive constant, 0 1  , and (3 ) / 2   . From Theorems 5 and
6 it follows that if inequality (6) (inequality (11)) is satisfied, then problem (20),(2) (problem (21),(3)) has: the trivial
solution, the positive on ] , [a b  maximal solution, and the negative on ] , [a b  minimal solution.
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maTematika

orwertilovani sasazRvro amocanebis eqstremaluri
amonaxsnebis Sesaxeb meore rigis arawrfivi
singularuli diferencialuri gantolebebisaTvis

n. farcvania

i. javaxiSvilis sax. Tbilisis saxelmwifo universiteti, andria razmaZis maTematikis instituti

 (warmodgenilia akademikos i. kiRuraZis mier)

dadgenilia garkveuli azriT aragaumjobesebadi pirobebi, romlebic saTanadod uzrunvelyofen
orwertilovani sasazRvro amocanebis calsaxad amoxsnadobas, aracalsaxad amoxsnadobasa da am
amocanebis minimaluri da maqsimaluri amonaxsnebis arsebobas meore rigis arawrfivi singularuli
diferencialuri gantolebebisaTvis.
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