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Abstract. Sufficient conditions are established for the solvability and unique solv-
ability of nonlinear boundary-value problems of the type u(n) = f(t, u, . . . , u(n−1)),
n∑

k=1

(
αik(u)u(k−1)(a)+βik(u)u(k−1)(b)

)
= γi(u) (i = 1, . . . , n), where f : [a, b]×Rn →

R is a function from the Carathéodory class, and αik, βik : Cn−1 → R (i, k = 1, . . . , n)
are nonlinear continuous functionals.

1 Statement of the Problem and Formulation of the Main
Results

We investigate the nonlinear differential equation

u(n) = f(t, u, . . . , u(n−1)) (1.1)

with the nonlinear boundary conditions

n∑
k=1

(
αik(u)u(k−1)(a) + βik(u)u(k−1)(b)

)
= γi(u) (i = 1, . . . , n). (1.2)

Throughout the paper, we assume that −∞ < a < b < +∞, Cn−1 is the space of
n− 1 times continuously differentiable functions u : [a, b]→ R with the norm ‖u‖

Cn−1
=

max
{ n∑

k=1

|u(k−1)(t)| : a ≤ t ≤ b
}
, f : [a, b] × Rn → R is a function, satisfying the

local Carathéodory conditions, αik : Cn−1 → R, βik : Cn−1 → R (i, k = 1, . . . , n)
are functionals, continuous and bounded on every bounded set of the space Cn−1, and
γi : Cn−1 → R (i = 1, . . . , n) are continuous functionals such that

sup
{
|γi(v)| : v ∈ Cn−1} < +∞ (i = 1, . . . , n). (1.3)
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By a solution of (1.1) we mean the function u ∈ Cn−1 having absolutely continuous
(n− 1)th derivative and almost everywhere on [a, b] satisfying (1.1).

A solution of (1.1) satisfying the conditions (1.2) is called a solution of the problem
(1.1), (1.2).

Set

νn(x1, . . . , xn; y1, . . . , yn)

=



m∑
k=1

(−1)k(xn−k+1xk − yn−k+1yk) for n = 2m,

m∑
k=1

(−1)k(xn−k+1xk − yn−k+1yk)−

−(−1)m

2
(x2

m+1 − y2m+1) for n = 2m+ 1.

(1.4)

Below we will consider the case when there exist numbers j ∈ {1, 2} and µ > 0 such that
for any xi ∈ R, yi ∈ R (i = 1, . . . , n) and v ∈ Cn−1 the functionals αik, βik (i, k = 1, . . . , n)
satisfy the inequalities

(−1)m+jνn(x1, . . . , xn, y1, . . . , yn)

≤ µ
n∑

k=1

(
|xk|+ |yk|

) n∑
i=1

∣∣∣∣ n∑
k=1

(
αik(v)xk + βik(v)yk

)∣∣∣∣. (1.5j)

As for the function f , on the set [a, b]× Rn it satisfies the condition

p(t)h(|x1|)− q(t) ≤ (−1)m+jf(t, x1, . . . , xn) sgnx1 ≤ p∗
(
t, |x1|

)
, (1.6j)

where p and q : [a, b] → [0,+∞[ are integrable functions, h : [0,+∞[→ [0,+∞[ is a
nondecreasing function, and p∗ : [a, b] × [0,+∞[→ [0,+∞[ is an integrable in the first
argument and nondecreasing in the second argument function. Moreover,

b∫
a

p(t) dt > 0, lim
x→+∞

h(x) = +∞. (1.7)

For n = 2m, the problems

αi(u)u(i−1)(a) + αm+i(u)u(n−i)(a) = γi(u),

βi(u)u(i−1)(b) + βm+i(u)u(n−i)(b) (i = 1, . . . ,m),
(1.8)

u(i−1)(a)=ηi(u)u(i−1)(b) + γi(u), u(n−i)(a)=
u(n−i)(b)

ηi(u)
+ γm+i(u) (i=1, . . . ,m) (1.9)

are considered separately.
For n = 2m+ 1, to the boundary conditions (1.8) (to the boundary conditions (1.9))

we add one of the following two conditions:

u(m)(a) = η(u)u(m)(b) + γn(u) (1.101)
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or
u(m)(b) = η(u)u(m)(a) + γn(u). (1.102)

Here αi : Cn−1 → R, βi : Cn−1 → R (i = 1, . . . , 2m), ηi : Cn−1 → R (i = 1, . . . ,m),
and η : Cn−1 → R are continuous and bounded on every bounded set of the space Cn−1

functionals such that

(−1)m+i+jαi(v)αm+i(v) ≥ 0, (−1)m+i+jβi(v)βm+i(v) ≤ 0,

inf
{
|αi(v)|+ |αm+i(v)| : v ∈ Cn−1} > 0,

inf
{
|βi(v)|+ |βm+i(v)| : v ∈ Cn−1} > 0 (i = 1, . . . ,m);

(1.11j)

inf
{
|ηi(v)| : v ∈ Cn−1} > 0 (i = 1, . . . ,m), (1.12)

|η(v)| ≤ 1 (1.13)

for any v ∈ Cn−1.
The class of boundary conditions under consideration involves the well-known bound-

ary conditions

u(i−1)(b) = u(i−1)(a) + ci (i = 1, . . . , n); (1.14)

u(n−i)(b) = c1i (i = 1, . . . ,m+ j − 1),

u(n−i)(a) = c2i (i = 1, . . . , n−m− j + 1),
(1.15j)

u(i−1)(a) = c1i (i = 1, . . . ,m+ j − 1),

u(i−1)(b) = c2i (i = 1, . . . , n−m− j + 1),
(1.16j)

u(i−1)(b) = c1i (i = 1, . . . ,m+ j − 1),

u(n−i)(a) = c2i (i = 1, . . . , n−m− j + 1),
(1.17j)

where ci, c1i and c2i ∈ R. A vast literature is devoted to the problems (1.1), (1.14);
(1.1), (1.15j); (1.1), (1.16j) and (1.1), (1.17j) (see, e.g., [1–13, 15–20] and the references
therein), but the problem (1.1), (1.2) in the general case remains still studied insuffi-
ciently. The present paper is devoted to fill this gap.

Theorem 1.1. Let n = 2m, j = 1 (n = 2m + 1, j ∈ {1, 2}) and let the conditions
(1.3), (1.5j), (1.6j) and (1.7) be fulfilled. Then the problem (1.1), (1.2) has at least one
solution.

Corollary 1.2. Let n = 2m, and let the conditions (1.3), (1.61), (1.7) and (1.111) (the
conditions (1.3), (1.61), (1.7) and (1.12)) be fulfilled. Then the problem (1.1), (1.8) (the
problem (1.1), (1.9)) has at least one solution.

Corollary 1.3. Let n = 2m + 1, j ∈ {1, 2}, and let the conditions (1.3), (1.6j), (1.7),
(1.11j) and (1.13) (the conditions (1.3), (1.6j), (1.7), (1.12) and (1.13)) be fulfilled. Then
the problem (1.1), (1.8), (1.10j) (the problem (1.1), (1.9), (1.10j)) has at least one solution.

Corollary 1.4. Let n = 2m, j = 1 (n = 2m+1, j ∈ {1, 2}) and let the conditions (1.6j)
and (1.7) be fulfilled. Then every of the problems problems (1.1), (1.14); (1.1), (1.15j);
(1.1), (1.16j) and (1.1), (1.17j) has at least one solution.
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We will now proceed to considering the case when the right part of (1.1) does not
contain intermediate derivatives, and the functionals αik, βik, γi, αi, βi, ηi and η are con-
stant, i.e. when (1.1) and the above-mentioned boundary conditions have, respectively,
the form

u(n) = f(t, u), (1.18)
n∑

k=1

(
αiku

(i−1)(a) + βiku
(i−1)(b)

)
= γi (i = 1, . . . , n); (1.19)

αiu
(i−1)(a) + αm+iu

(n−i)(a) = γi, βiu
(i−1)(b) + βm+iu

(n−i)(b) =

= γm+i (i = 1, . . . ,m); (1.20)

u(i−1)(a) = ηiu
(i−1)(b) + γi, u(n−i)(a) =

u(n−i)(b)

ηi
+ γm+i (i = 1, . . . ,m); (1.21)

u(m)(a) = ηu(m)(b) + γn; (1.221)

u(m)(b) = ηu(m)(a) + γn. (1.222)

As for the inequalities (1.5j) and (1.11j), they take the form

(−1)m+jνn(x1, . . . , xn; y1, . . . , yn) ≤ µ
n∑

k=1

(
|xk|+ |yk|

) n∑
i=1

∣∣∣ n∑
k=1

(αikxk + βikyk)
∣∣∣; (1.23j)

(−1)m+i+jαiαm+i ≥ 0, (−1)m+i+jβiβm+i ≤ 0,

|αi|+ |αm+i| > 0, |βi|+ |βm+i| > 0 (i = 1, . . . ,m).
(1.24j)

Just as above, we assume that f : [a, b]× R→ R is the function from the Carathéodory
class, satisfying on [a, b]× R the inequality

(−1)m+jf(t, x) sgnx ≥ p(t)h(|x|)− q(t), (1.25j)

where p and q : [a, b] → [0,+∞[ are integrable, and h : [0,+∞[→ [0,+∞[ is a nonde-
creasing function. Moreover,

(−1)m+j
(
f(t, x)− f(t, y)

)
> 0 for x > y. (1.26j)

Theorem 1.5. Let n = 2m, j = 1 (n = 2m + 1, j ∈ {1, 2}) and let the conditions
(1.23j), (1.25j), (1.26j) and (1.7) be fulfilled. Then the problem (1.18), (1.19) has one
and only one solution.

Corollary 1.6. Let n = 2m, and let the conditions (1.251), (1.261) and (1.7) be fulfilled.
If, moreover, the inequalities (1.241) (the inequalities ηi 6= 0 (i = 1, . . . ,m)) hold, then
the problem (1.18), (1.20) (the problem (1.18), (1.21)) has one and only one solution.

Corollary 1.7. Let n = 2m + 1, j ∈ {1, 2}, and let the conditions (1.25j), (1.26j)
and (1.7) be fulfilled. If, moreover, |η| ≤ 1 and the inequalities (1.24j) (the inequal-
ities ηi 6= 0 (i = 1, . . . ,m)) hold, then the problem (1.18), (1.20), (1.22j) (the problem
(1.18), (1.21), (1.22j)) has one and only one solution.
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Corollary 1.8. Let n = 2m, j = 1 (n = 2m+1, j ∈ {1, 2}) and let the conditions (1.25j),
(1.26j) and (1.7) be fulfilled. Then every of the problems (1.18), (1.14); (1.18), (1.15j);
(1.18), (1.16j) and (1.18), (1.17j)) has one and only one solution.

As an example, let us consider the differential equation

u(n) = g0(t)f0(u) + g(t), (1.27)

where g0 and g : [a, b] → R are integrable and f0 : R → R is a continuous, increasing
function. By Corollary 1.8, if n = 2m, j = 1 (n = 2m+ 1, j ∈ {1, 2}),

(−1)m+jg0(t) > 0 for a < t < b,

lim
x→−∞

f0(x) = −∞, lim
x→+∞

f0(x) = +∞, (1.28)

then each of the problems (1.27), (1.14); (1.27), (1.15j); (1.27), (1.16j) and (1.27), (1.17j)
has one and only one solution. On the other hand, it is clear that if

|f0(x)| ≤ ` for x ∈ R and g(t) > `|g0(t)| for a < t < b, (1.29)

then just as the problem (1.27), (1.14), the problem (1.27), (1.15j) has no solution.
The above example shows that the restriction (1.7) in Theorems 1.1, 1.5 and in their

corollaries is in some sense optimal and cannot be weakened.

2 Auxiliary Propositions

2.1 Lemmas on a priori estimates

Consider the system of differential inequalities:

(−1)m+ju(n)(t) sgnu(t) ≥ p(t)h
(
|u(t)|

)
− q(t), (2.1j)

|u(n)(t)| ≤ p∗
(
t, |u(t)|

)
(2.2)

with the boundary condition

(−1)m+jνn
(
u(a), . . . , u(n−1)(a);u(b), . . . , u(n−1)(b)

)
≤ µ0‖u‖. (2.3j)

Here n = 2m, j = 1 (n = 2m + 1, j ∈ {1, 2}), µ0 ≥ 0, p and q : [a, b] → [0,+∞[ are
integrable functions, p∗ : [a, b] × [0,+∞[→ [0,+∞[ is a function, integrable in the first
and nondecreasing in the second argument, and νn is a function given by the equality
(1.4).

By a solution of the problem (2.1j), (2.2), (2.3j) we mean the function u ∈ Cn−1 having
absolutely continuous (n− 1)th derivative and satisfying both the system of differential
inequalities (2.1j), (2.2) almost everywhere on [a, b] and the condition (2.3j).

Lemma 2.1. If the condition (1.7) holds, then there exists a positive constant r such
that an arbitrary solution u of the problem (2.1j), (2.2), (2.3j) admits the estimate

‖u‖ ≤ r. (2.4)
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Proof. By virtue of (1.7), there exist numbers δ ∈ ]0, 1[ , ak ∈ [a, b[ , bk ∈ ]ak, b] (k =
1, . . . , n), and r1 > 0 such that

ak+1 − bk > δ (k = 1, . . . , n− 1), (2.5)

h(r1)

bk∫
ak

p(t) dt > ε (k = 1, . . . , n), (2.6)

where
ε = δn−1(1 + b− a)1−n

(
2(n+ 2)!(1 + µ1)

)−1
(2.7)

and

µ1 = µ0 + 2

b∫
a

q(t) dt.

Suppose

r2 =
2(1 + µ1)r1

ε
, r =

2r1
(

1 +
b∫
a

p∗(t, r2) dt
)

ε
. (2.8)

Let u be a solution of the problem (2.1j), (2.2), (2.3j). Then almost everywhere on
[a, b] the inequality

η(t)
def
= (−1)m+ju(n)(t)u(t)− p(t)h

(
|u(t)|

)
|u(t)|+ q(t)|u(t)| ≥ 0 (2.9)

is satisfied.
On the other hand, according to (1.4), we have

b∫
a

u(n)(t)u(t) dt(−1)mσn

b∫
a

|u(m)(t)|2 dt

+ νn
(
u(a), . . . , u(n−1)(a);u(b), . . . , u(n−1)(b)

)
, (2.10)

where σn = 1 for n = 2m and σn = 0 for n = 2m+ 1. Therefore,

b∫
a

∣∣u(n)(t)u(t)
∣∣ dt ≤ b∫

a

(
η(t) + p(t)h(|u(t)|)|u(t)|

)
dt+

b∫
a

q(t)|u(t)| dt,

b∫
a

p(t)h(|u(t)|)|u(t)| dt ≤
b∫

a

(
η(t) + p(t)h(|u(t)|)|u(t)|

)
dt

= (−1)m+j

b∫
a

u(n)(t)u(t) dt+

b∫
a

q(t)|u(t)| dt

≤ (−1)m+jν
(
u(a), . . . , u(n−1)(a);u(b), . . . , u(n−1)(b)

)
+ ‖u‖

b∫
a

q(t) dt.

(2.11)
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Taking now into account the inequality (2.3j), we can see that

b∫
a

p(t)h
(
|u(t)|

)
|u(t)| dt ≤ µ1‖u‖, (2.12)

b∫
a

∣∣u(n)(t)u(t)
∣∣ dt ≤ µ1‖u‖. (2.13)

For every k ∈ {1, . . . , n}, we choose tk ∈ [ak, bk] so that

|u(tk)| = min
{
|u(t)| : ak ≤ t ≤ bk

}
. (2.14)

If |u(tk)| ≥ r1, then by (2.6) we have

bk∫
ak

p(t)h
(
|u(t)|

)
|u(t)| dt ≥ |u(tk)|h(r1)

bk∫
ak

p(t) dt >
|u(tk)|
ε

. (2.15)

Consequently,

|u(tk)| < r1 + ε

b∫
a

p(t)h
(
|u(t)|

)
|u(t)| dt (k = 1, . . . , n). (2.16)

On the other hand, it follows from (2.5) that

tk+1 − tk > δ (k = 1, . . . , n− 1). (2.17)

Therefore,

min
{
|u(i−1)|(t)| : a ≤ t ≤ b

}
≤ i!δ1−i max

{
|u(tk)| : k = 1, . . . , n

}
< i!δ1−i

(
r1 + ε

b∫
a

p(t)h
(
|u(t)|

)
|u(t)| dt

)
(i = 1, . . . , n), (2.18)

‖u‖ < (n+ 2)!(1 + b− a)n−1δ1−n
(
r1 + ε

b∫
a

p(t)h
(
|u(t)|

)
|u(t)| dt

)

+ n(1 + b− a)n−1
b∫

a

|u(n)(t)| dt. (2.19)

With regard for (2.7) and (2.19), from (2.12) we find

b∫
a

p(t)h
(
|u(t)|

)
|u(t)| dt < r1

2ε
+

1

2

b∫
a

p(t)h(|u(t)|)|u(t)| dt+
r1
2ε

b∫
a

|u(n)(t)| dt (2.20)
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and consequently,

b∫
a

p(t)h
(
|u(t)|

)
|u(t)| dt <

(
1 +

b∫
a

|u(n)(t)| dt
)
r1

ε
. (2.21)

By virtue of the above estimate and the equality (2.7), from (2.13) and (2.19) we
obtain

‖u‖ <

(
1 +

b∫
a

|u(n)(t)| dt
)
r1

ε
, (2.22)

b∫
a

∣∣u(n)(t)u(t)
∣∣ dt ≤

(
1 +

b∫
a

|u(n)(t)| dt
)
µ1r1

ε
. (2.23)

Let
I1 =

{
t ∈ [a, b] : |u(t)| ≤ r2

}
, I2 =

{
t ∈ [a, b] : |u(t)| > r2

}
. (2.24)

Then by means of (2.2) and (2.23) we get

b∫
a

|u(n)(t)| dt =

∫
I1

|u(n)(t)| dt+

∫
I2

|u(n)(t)| dt

≤
∫
I1

p∗(t, r2) dt+
1

r2

∫
I1

∣∣u(n)(t)u(t)
∣∣ dt

<

b∫
a

p∗(t, r2) dt+
1

2
+

1

2

b∫
a

|u(n)(t)| dt, (2.25)

and consequently,
b∫

a

|u(n)(t)| dt < 1 + 2

b∫
a

p∗(t, r2) dt. (2.26)

According to the latter inequality, from (2.22) follows the estimate (2.4), where r is
the positive, independent of u constant given by the equalities (2.8).

Let n = 2m, j = 1 (n = 2m + 1, j ∈ {1, 2}), and let p : [a, b] → [0,+∞[ be an
integrable function, different from zero on the set of positive measure. For arbitrary
ci ∈ R (i = 1, . . . , n), v ∈ Cn−1 and integrable function g : [a, b]→ R, consider the linear
boundary-value problem

u(n) = (−1)m+jp(t)u+ g(t), (2.27)
n∑

k=1

(
αik(v)u(k−1)(a) + βik(v)u(k−1)(b)

)
= ci (i = 1, . . . , n). (2.28)

Analogously to Lemma 2.1 we can prove
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Lemma 2.2. Let the condition (1.5j) be fulfilled, where µ is an independent of xk, yk
(k = 1, . . . , n) and v constant. Then there exists an independent of ci (i = 1, . . . , n), v
and g positive constant r0 such that an arbitrary solution u of the problem (2.27), (2.28)
admits the estimate

‖u‖ ≤ r0
( n∑

i=1

|ci|+
b∫

a

|g(t)| dt
)
. (2.29)

2.2 Lemma on the solvability of the problem (1.1), (1.2)

From Theorem 1 of [14] and Lemma 2.2 follows

Lemma 2.3. Let n = 2m, j = 1 (n = 2m+ 1, j ∈ {1, 2}), and let p : [a, b]→ [0,+∞[ be
an integrable function, different from zero on the set of positive measure. Let, moreover,
the condition (1.5j) be fulfilled and there exist a positive constant r such that for every
λ ∈ ]0, 1[ an arbitrary solution u of the boundary-value problem

u(n) = (−1)m+j(1− λ)p(t)u+ λf
(
t, u, . . . , u(n−1)), (2.30)

n∑
k=1

(
αik(u)u(k−1)(a) + βik(u)u(k−1)(b)

)
= λγi(u) (i = 1, . . . , n) (2.31)

admits the estimate (2.4). Then the problem (1.1), (1.2) has at least one solution.

3 Proof of the Main Results

Proof of Theorem 1.1. By the condition (1.6j), without loss of generality, we can assume
that on [a, b]× Rn the inequalities

h(|x1|) ≤ |x1|,
∣∣f(t, x1, . . . , xn)

∣∣+ p(t)|x1| ≤ p∗
(
t, |x1|

)
(3.1)

are satisfied. On the other hand, by (1.3) we have

µ0 = 2µ sup

{ n∑
i=1

|γi(v)| : v ∈ Cn−1
}
< +∞. (3.2)

Let λ ∈ ]0, 1[, and let u be an arbitrary solution of the problem (2.30), (2.31). Then
by virtue of the conditions (1.5j), (1.6j), (3.1) and (3.2), the function u is likewise the
solution of the problem (2.1j), (2.2), (2.3j). From the above reasoning, by Lemma 2.1
we obtain the estimate (2.4), where r is the positive constant, independent of u and λ.
Using now Lemma 2.3, it is not difficult to see that Theorem 1.1 is valid.

Proof of Theorem 1.5. By Theorem 1.1, the conditions (1.23j), (1.25j) and (1.7) guarantee
the solvability of the problem (1.18), (1.19). Therefore it remains to prove that this
problem does not have more than one solution. Assume the contrary that the problem
(1.18), (1.19) has two different solutions u1 and u2. Suppose

u(t) = u2(t)− u1(t), g(t) = (−1)m+j
(
f(t, u2(t))− f(t, u1(t))

)
u(t). (3.3)
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Then

g(t) = (−1)m+ju(n)(t)u(t), (3.4)
m∑

k=1

(
αiku

(k−1)(a) + βiku
(k−1)(b)

)
= 0 (i = 1, . . . , n). (3.5)

Integrating both parts of the identity (3.4) from a to b, by virtue of the conditions
(1.23j), (1.26j) and (3.5) we find that

0 <

b∫
a

g(t) dt = (−1)m+jνn
(
u(a), . . . , u(n−1)(a);u(b), . . . , u(n−1)(b)

)
≤ 0. (3.6)

The obtained contradiction proves the theorem.

Proof of Corollary 1.2. We choose a number δ ∈ ]0, 1[ such that for arbitrary v ∈ Cn−1

and k ∈ {1, . . . ,m} the inequalities

|αk(v)|+ |αm+k(v)| ≥ 2δ, |βk(v)|+ |βm+k(v)| ≥ 2δ
(
|ηk(v)| ≥ δ

)
(3.7)

are satisfied.
For arbitrarily fixed xk ∈ R, yk ∈ R (k = 1, . . . , n), and v ∈ Cn−1 we put

αk(v)xk + αm+k(v)xn−k+1 = zk, βk(v)yk + βm+k(v)yn−k+1 =

= zm+k (k = 1, . . . ,m),(
xk − ηk(v)yk = zk, xn−k+1 −

yn−k+1

ηk(v)
= zm+k (k = 1, . . . ,m)

)
.

(3.8)

Then by virtue of the conditions (1.111) and (3.7) we have

(−1)m+1+k(xn−k+1xk − yn−k+1yk)

≤ δ−1
(
|xk|+ |xn−k+1|+ |yk|+ |yn−k+1|

)(
|zk|+ |zm+k|

)(
|xn−k+1xk − yn−k+1yk| ≤ (1 + δ−1)

(
|xk|+ |yn−k+1|

)(
|zk|+ |zm+k|

) )
.

(3.9)

Hence with regard for the notation (1.4) we find

(−1)m+1+kν(x1, . . . , xn; y1, . . . , yn) ≤ µ
n∑

k=1

(
|xk|+ |yk|

) n∑
i=1

|zi|, (3.10)

where µ = 1 + δ−1 is the constant, independent of xk, yk (k = 1, . . . , n) and v.
Applying now Theorem 1.1, the validity of Corollary 1.2 becomes obvious.
Corollaries 1.3, 1.6 and 1.7 can be proved analogously.
Corollary 1.4 follows directly from Corollaries 1.2 and 1.3, while Corollary 1.8 follows

from Corollaries 1.6 and 1.7.
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ordinaires. Ann. Polon. Math. 16(1964), No. 1, 69–94.

[19] V. E. Mayorov, On the existence of solutions of singular differential equations of
higher order. (Russian) Mat. Zametki 51(1992), No. 3, 75–83.

[20] P. J. Y. Wong and R. P. Agarwal, Singular differential equations with (n, p) boun-
dary conditions. Math. Comput. Modelling 28(1998), No. 1, 37–44.


