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#### Abstract

The John-Nirenberg inequality is generalized to the ergodic case.


## 1. Introduction

Let $(X, \mathbb{S}, \mu)$ be a finite measure space, $\mu(X)<\infty$, and $T: X \rightarrow X$ be a measure-preserving ergodic transformation (see, e.g., [6] for definitions). For an integrable function $f: X \rightarrow \mathbb{R}, f \in L(X)$, the ergodic sharp maximal function is defined as

$$
\begin{equation*}
f^{\sharp}(x)=\sup _{n \geq 1} \frac{1}{n} \sum_{k=0}^{n-1}\left|f\left(T^{k} x\right)-E_{n}(f, x)\right|, \tag{1}
\end{equation*}
$$

where $E_{n}(f, x)=\frac{1}{n} \sum_{k=0}^{n-1} f\left(T^{k} x\right)$, and the ergodic BMO norm of $f$ is 2000 Mathematics Subject Classification: Primary 28D05, 26D15; Secondary 42B30.
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defined as (see [1])

$$
\begin{equation*}
\|f\|_{\text {BMO }}=\operatorname{ess} \sup f^{\sharp} . \tag{2}
\end{equation*}
$$

In the present paper we generalize the classical John-Nirenberg theorem [5] to the ergodic case.

Theorem. There exist universal constants $C_{1}$ and $C_{2}$ such that for any finite measure space $(X, \mathbb{S}, \mu)$, measure-preserving ergodic transformation $T$ and $f \in L(X)$, we have

$$
\begin{equation*}
\mu\{x \in X:|f(x)-E(f)|>\lambda\} \leq C_{1} \mu(X) \exp \left(\frac{-\lambda C_{2}}{\|f\|_{\mathrm{BMO}}}\right) \tag{3}
\end{equation*}
$$

where $E(f)=(1 / \mu(X)) \int_{X} f d \mu$ and $\lambda \geq 0$.
It is sufficient to take constants $C_{1}=\sqrt{e}$ and $C_{2}=1 / 4 e$.
Garsia [4] formulated and proved the John-Nirenberg inequality for martingales and Pitt [7] generalized this inequality for submartingales. We give a simple and transparent proof of inequality (3) depending on a new method of transferring results on the real line to the general ergodic setting developed in [2], [3]. For the sake of completeness, we give the proof of the discrete version of John-Nirenberg theorem as well.

## 2. The Discrete Case

In order to deal with the discrete case, we consider non-negative functions $h: \mathbb{N}_{0} \rightarrow \mathbb{R}_{+}$defined on the set of non-negative integers. Let $\mathcal{I}$ be the collection of all "intervals" in $\mathbb{N}_{0}$,

$$
\mathcal{I}=\left\{I: I=I_{m, n}:=\{m, m+1, \ldots, n-1\}, m<n, m, n \in \mathbb{N}_{0}\right\} .
$$

For $I \in \mathcal{I}$, let $|I|=\operatorname{card}(I)$ denote the number of elements in $I$, and

$$
E_{I}(h)=\frac{1}{|I|} \sum_{k \in I} h(k) .
$$

Suppose $\mathcal{I}_{2}$ is the set of all "intervals" $I \in \mathcal{I}$ for which $|I|=2^{p}$ for some $p \in \mathbb{N}_{0}$.

The following lemma is the discrete version of the Calderón-Zygmund decomposition and can be proved in a similar way as its continuous analog.

Lemma 1. Let $g: I \rightarrow \mathbb{R}_{+}$, where $I \in \mathcal{I}_{2}$, and $\lambda \in\left(E_{I}(g)\right.$, $\left.\max _{k \in I} g(k)\right]$. Then there exist disjoint "intervals" $I_{i} \subset I, i=1,2, \ldots, n$, $I_{i} \cap I_{j}=\varnothing$ for $i \neq j$, such that $I_{i} \in \mathcal{I}_{2},\{k \in I: g(k) \geq \lambda\} \subset \bigcup_{i=1}^{n} I_{i}$, and

$$
\lambda \leq \frac{1}{\left|I_{i}\right|} \sum_{k \in I_{i}} g(k)<2 \lambda, \quad i=1,2, \ldots, n
$$

The following lemma is a discrete analog of the John-Nirenberg theorem (see [8]).

Lemma 2. For each $h: \mathbb{N}_{0} \rightarrow \mathbb{R}_{+}, I \in \mathcal{I}_{2}$, and $\lambda \geq 0$, we have

$$
\begin{equation*}
\operatorname{card}\left\{k \in I:\left|h(k)-E_{I}(h)\right|>\lambda\right\} \leq \sqrt{e}|I| \exp \left(-\frac{\lambda}{4 e\|h\|_{\mathrm{BMO}}}\right) \tag{4}
\end{equation*}
$$

where

$$
\|h\|_{\mathrm{BMO}}=\sup _{I \in \mathcal{I}} \frac{1}{|I|} \sum_{k \in I}\left|h(k)-E_{I}(h)\right| .
$$

Proof. It suffices to prove (4) for $h$ with

$$
\begin{equation*}
\|h\|_{\mathrm{BMO}}=1 \tag{5}
\end{equation*}
$$

so we will assume this.
Using Lemma 1 for function $g(k)=\left|h(k)-E_{I}(h)\right|, k \in I$, and $\lambda=e$, the set $\left\{k \in I:\left|h(k)-E_{I}(h)\right| \geq e\right\}$ (whenever it is not empty) can be covered with disjoint "subintervals" $I_{i} \in \mathcal{I}_{2}, i=1,2, \ldots, n$, such that

$$
e \leq \frac{1}{\left|I_{i}\right|} \sum_{k \in I_{i}}\left|h(k)-E_{I}(h)\right|<2 e \quad \text { for each } i=1,2, \ldots, n
$$

Hence

$$
\begin{equation*}
\sum_{i=1}^{n}\left|I_{i}\right| \leq \frac{1}{e} \sum_{i=1}^{n} \sum_{k \in I_{i}}\left|h(k)-E_{I}(h)\right| \leq \frac{1}{e} \sum_{k \in I}\left|h(k)-E_{I}(h)\right| \leq \frac{1}{e}|I| \tag{6}
\end{equation*}
$$

(see (5)) and
$2 e>\frac{1}{\left|I_{i}\right|} \sum_{k \in I_{i}}\left|h(k)-E_{I}(h)\right| \geq\left|E_{I_{i}}(h)-E_{I}(h)\right|$ for each $i=1,2, \ldots, n$.
We suppose that $I=: I_{1}^{0}$ is the "interval" of level 0 and "intervals" $I_{i}=: I_{i}^{1}, \quad i=1,2, \ldots, n_{1}$, are of level 1 , and we continue to construct "intervals" of the next levels $N=2,3, \ldots$. Namely, having disjoint "intervals" $I_{i}^{N} \in \mathcal{I}_{2}, i=1,2, \ldots, n_{N}$, which satisfy that each $I_{i}^{N}$ is a subset of some $I_{j}^{N-1}$, and

$$
\begin{gather*}
\left\{k \in I:\left|h(k)-E_{I}(h)\right| \geq 2 e N\right\} \subset \bigcup_{i=1}^{n_{N}} I_{i}^{N},  \tag{8}\\
\sum_{i=1}^{n_{N}}\left|I_{i}^{N}\right| \leq \frac{1}{e^{N}}|I| \tag{9}
\end{gather*}
$$

and

$$
\begin{equation*}
\left|E_{I_{i}^{N}}(h)-E_{I}(h)\right| \leq 2 e N \quad \text { for each } i=1,2, \ldots, n_{N} \tag{10}
\end{equation*}
$$

we use Lemma 1 for each $I_{i}^{N}$ (whenever $\left\{k \in I_{i}^{N}:\left|h(k)-E_{I_{i}^{N}}(h)\right| \geq e\right\}$ $\neq \varnothing$ ), the function $g(k)=\left|h(k)-E_{I_{i}^{N}}(h)\right|, k \in I_{i}^{N}$, and $\lambda=e$ to identify disjoint "subintervals" $I_{i j}^{N} \in \mathcal{I}_{2}, j=1,2, \ldots, n_{N_{i}}$, which satisfy

$$
\begin{equation*}
\left\{k \in I_{i}^{N}:\left|h(k)-E_{I_{i}^{N}}(h)\right| \geq e\right\} \subset \bigcup_{j=1}^{n_{N}} I_{i j}^{N} \tag{11}
\end{equation*}
$$

and

$$
e \leq \frac{1}{\left|I_{i j}^{N}\right|} \sum_{k \in I_{i j}^{N}}\left|h(k)-E_{I_{i}^{N}}(h)\right|<2 e \quad \text { for each } j=1,2, \ldots, n_{N_{i}}
$$

So, like (6) and (7)

$$
\begin{align*}
\sum_{j=1}^{n_{N_{i}}}\left|I_{i j}^{N}\right| & \leq \frac{1}{e} \sum_{j=1}^{n_{N_{i}}} \sum_{k \in I_{i j}^{N}}\left|h(k)-E_{I_{i}^{N}}(h)\right| \\
& \leq \frac{1}{e} \sum_{k \in I_{i}^{N}}\left|h(k)-E_{I_{i}^{N}}(h)\right| \leq \frac{1}{e}\left|I_{i}^{N}\right| \tag{12}
\end{align*}
$$

and

$$
\begin{equation*}
2 e>\frac{1}{\left|I_{i j}^{N}\right|} \sum_{k \in I_{i j}^{N}}\left|h(k)-E_{I_{i}^{N}}(h)\right| \geq\left|E_{I_{i j}^{N}}(h)-E_{I_{i}^{N}}(h)\right| \tag{13}
\end{equation*}
$$

for each $j=1,2, \ldots, n_{N_{i}}$.
If we now reindex all the intervals $I_{i j}^{N}, i=1,2, \ldots, n_{N}, j=1,2, \ldots$, $n_{N_{i}}$, in arbitrary order and call them $I_{i}^{N+1}, i=1,2, \ldots, n_{N+1}$, then (12) and (9) imply that

$$
\sum_{i=1}^{n_{N+1}}\left|I_{i}^{N+1}\right| \leq \frac{1}{e} \sum_{i=1}^{n_{N}}\left|I_{i}^{N}\right| \leq \frac{1}{e^{N+1}}|I|
$$

and (13) and (10) imply that

$$
\left|E_{I_{i}^{N+1}}(h)-E_{I}(h)\right| \leq 2 e(N+1) \quad \text { for each } i=1,2, \ldots, n_{N+1}
$$

Thus, (9) and (10) hold whenever we change $N$ by $N+1$ in these inequalities. Now we wish to show that the same happens with relation (8) as well. Indeed, $\left|h(k)-E_{I}(h)\right| \geq 2 e(N+1)$ implies that $k \in I_{i}^{N}$ for some $i \in\left\{1,2, \ldots, n_{N}\right\}$ (by virtue of (8)) and taking into account (10) we can conclude that $\left|h(k)-E_{I_{i}^{N}}(h)\right| \geq 2 e$. Hence, by virtue of (11), $k \in I_{i}^{N+1}$ for some $i \in\left\{1,2, \ldots, n_{N+1}\right\}$. Thus (8) holds if we change $N$ by $N+1$.

We have shown that conditions (8)-(10) will be satisfied by the intervals of all level $N$ in our construction process. Since $I$ consists of finite number of points, this process will be finite, i.e., there will
be such $M$ that $\left\{k \in I_{i}^{M}:\left|h(k)-E_{I_{i}^{M}}(h)\right|>e\right\}$ will be empty for each $i \in\left\{1,2, \ldots, n_{M}\right\}$. (Since each discrete "interval" consists at least one point, we can estimate from (9) that $M \leq \log |I|$.)

Now we are ready to prove (4), which obviously holds whenever $\lambda \in(0,2 e)$.

If $\lambda \geq 2 e$ is such that $\left\{k \in I:\left|h(k)-E_{I}(h)\right| \geq \lambda\right\} \neq \varnothing$, then there exists $N$ such that $2 e N \leq \lambda<2 e(N+1)$ and (8) and (9) hold. Hence

$$
\begin{aligned}
\operatorname{card}\left\{k \in I:\left|h(k)-E_{I}(h)\right|>\lambda\right\} & \leq \operatorname{card}\left\{k \in I:\left|h(k)-E_{I}(h)\right|>2 e N\right\} \\
& \leq \sum_{i=1}^{n_{N}}\left|I_{i}^{N}\right| \leq|I| \exp (-N) \\
& \leq|I| \exp \left(-\frac{\lambda}{4 e}\right)
\end{aligned}
$$

Thus (4) is proved.

## 3. The Proof of Theorem

By the ergodic theorem,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} f\left(T^{k} x\right)=E(f) \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \mathbf{1}_{\{|f-E(f)|>\lambda\}}\left(T^{k} x\right)=\frac{1}{\mu(X)} \mu\{|f-E(f)|>\lambda\} \tag{15}
\end{equation*}
$$

for a.a. $x \in X$.
For $x \in X$, let

$$
\begin{equation*}
h_{x}(k)=f\left(T^{k} x\right), \quad k \in \mathbb{N}_{0} \tag{16}
\end{equation*}
$$

Obviously, for each $k \in \mathbb{N}_{0}$, we have (see (1))

$$
f^{\sharp}\left(T^{k} x\right)=\sup _{n>k} \frac{1}{n-k} \sum_{m=k}^{n-1}\left|f\left(T^{m} x\right)-E_{I_{k, n}}\left(h_{x}\right)\right|
$$

and consequently $\left\|h_{x}\right\|_{\text {BMO }}=\sup _{k \in \mathbb{N}_{0}} f^{\sharp}\left(T^{k} x\right)$.
By virtue of definition (2), $\mu\left\{f^{\sharp}>\|f\|_{\text {BMO }}\right\}=0$. Hence $\mu(U)=0$, where $U=\bigcup_{k=0}^{\infty} T^{-k}\left\{f^{\sharp}>\|f\|_{\mathrm{BMO}}\right\}=\left\{x \in X: f^{\sharp}\left(T^{k} x\right)>\|f\|_{\text {BMO }}\right.$ for some $\left.k \in \mathbb{N}_{0}\right\}$, and for each $x \in X \backslash U$ we have

$$
\begin{equation*}
\left\|h_{x}\right\|_{\mathrm{BMO}} \leq\|f\|_{\mathrm{BMO}} \tag{17}
\end{equation*}
$$

It is sufficient to prove that

$$
\begin{equation*}
\mu\{|f-E(f)|>\lambda\} \leq C_{1} \mu(X) \exp \left(\frac{-(\lambda-\varepsilon) C_{2}}{\|f\|_{\mathrm{BMO}}}\right) \tag{18}
\end{equation*}
$$

for each $\varepsilon \in(0, \lambda)$, where $C_{1}=\sqrt{e}$ and $C_{2}=1 / 4 e$.
Fix any $x \in X$ for which (14), (15) and (17) hold (we can select such $x$ since, as it was discussed, almost all points satisfy these conditions).

Let $n$ be an arbitrary positive integer so large that (see (14), (16))

$$
\begin{equation*}
\left|\frac{1}{n} \sum_{k=0}^{n-1} h_{x}(k)-E(f)\right|=\left|E_{I_{0, n}}\left(h_{x}\right)-E(f)\right|<\varepsilon \tag{19}
\end{equation*}
$$

where $\varepsilon$ is the same as in (18). We can assume that $n=2^{p}$ as well.
By virtue of (15), (16), (19), Lemma 2, and (17), we have

$$
\begin{aligned}
& \mu\{|f-E(f)|>\lambda\} \\
= & \lim _{n \rightarrow \infty} \frac{\mu(X)}{n} \sum_{k=0}^{n-1} \mathbf{1}_{\{|f-E(f)|>\lambda\}}\left(T^{k} x\right) \\
= & \lim _{n \rightarrow \infty} \frac{\mu(X)}{n} \operatorname{card}\left\{k \in I_{0, n}:\left|f\left(T^{k} x\right)-E(f)\right|>\lambda\right\} \\
= & \lim _{n \rightarrow \infty} \frac{\mu(X)}{n} \operatorname{card}\left\{k \in I_{0, n}:\left|h_{x}(k)-E(f)\right|>\lambda\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \limsup _{n \rightarrow \infty} \frac{\mu(X)}{n} \operatorname{card}\left\{k \in I_{0, n}:\left|h_{x}(k)-E_{I_{0, n}}\left(h_{x}\right)\right|>\lambda-\varepsilon\right\} \\
& \leq \limsup _{n \rightarrow \infty} \frac{\mu(X)}{n} C_{1}\left|I_{0, n}\right| \exp \left(-\frac{(\lambda-\varepsilon) C_{2}}{\left\|h_{x}\right\|_{\mathrm{BMO}}}\right) \\
& \leq C_{1} \mu(X) \exp \left(\frac{-(\lambda-\varepsilon) C_{2}}{\|f\|_{\mathrm{BMO}}}\right)
\end{aligned}
$$
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