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The boundary-value problems for differential equations with $p$-Laplacian arise while studying the radial solutions of nonlinear partial differential equations. A feature of such various boundaryvalue problems for differential, including difference equations with $p$-Laplacian is the lack of uniqueness of the solution.

In this thesis, we consider the boundary-value problem for the linear system of differential equations with matrix $p$-Laplacian, which is reduced to the traditional differential-algebraic system with an unknown in the form of the vector function. We considered two cases of the obtained differentialalgebraic system, in particular, the cases of solvability and unsolvability of the differential-algebraic system with respect to the derivative. For both cases, we obtained a sufficient condition for the solvability of the matrix boundary-value problem for the differential equation with $p$-Laplacian, in which connection its general solution determines the general solution for the homogeneous part of the matrix differential equation with $p$-Laplacian and the Green operator of the original matrix boundary-value problem.

The relevance of studying the boundary-value problems for differential equations with $p$-Laplacian is associated with numerous applications of such problems in the theory of elasticity, the theory of plasma, and astrophysics. The purpose of this thesis is to generalize various boundary-value problems for differential equations with $p$-Laplacian, which preserves the features of the solution of such problems, namely, the lack of uniqueness of the solution, and, in this case, the dependence of the desired solution of the arbitrary function.

We have studied the problem on the construction of solutions $[1-3,5,6]$

$$
Z(t) \in \mathbb{C}_{\alpha \times \beta}^{2}[a, b]:=\mathbb{C}^{2}[a, b] \otimes \mathbb{R}^{\alpha \times \beta}
$$

of the linear system of differential equations

$$
\begin{equation*}
\mathcal{P} Z(t)=A(t) Z(t)+F(t) \tag{1}
\end{equation*}
$$

with the boundary condition

$$
\begin{equation*}
\mathcal{L} Z(\cdot)=\mathcal{A}, \quad \mathcal{A} \in \mathbb{R}^{\lambda \times \mu} \tag{2}
\end{equation*}
$$

and with a matrix $p$-Laplacian $\mathcal{P} Z(t):=\left((R(t) Z(t))^{\prime} S(t)\right)^{\prime}$. Here,

$$
\begin{aligned}
R(t) \in \mathbb{C}_{\gamma \times \alpha}^{2}[a, b]:= & \mathbb{C}^{2}[a, b] \otimes \mathbb{R}^{\gamma \times \alpha}, \quad S(t) \in \mathbb{C}_{\beta \times \delta}^{2}[a, b]:=\mathbb{C}^{2}[a, b] \otimes \mathbb{R}^{\beta \times \delta}, \\
& F(t) \in \mathbb{C}_{\gamma \times \delta}[a, b]:=\mathbb{C}^{1}[a, b] \otimes \mathbb{R}^{\gamma \times \delta},
\end{aligned}
$$

$\mathcal{L} Z(\cdot)$ - is a linear bounded matrix functional: $\mathcal{L} Z(\cdot): \mathbb{C}^{2}[a ; b] \rightarrow \mathbb{R}^{\lambda \times \mu}$. Generally speaking, we assume that $\alpha \neq \beta \neq \gamma \neq \delta \neq \lambda \neq \mu$ are any natural numbers. By $\Xi^{(j)} \in \mathbb{R}^{\alpha \times \beta}, j=1,2, \ldots, \alpha \cdot \beta$ we denote the natural basis of the space $\mathbb{R}^{\alpha \times \beta}$. In this case, the problem of determination of solutions
of equation (1) can be reduced to a problem of determination of a vector $z(t) \in \mathbb{C}_{\alpha \beta}^{2}[a ; b]$, whose components $z_{j}(t) \in \mathbb{C}^{2}[a ; b]$ define the expansion of the matrix

$$
Z(t)=\sum_{j=1}^{\alpha \beta} \Xi^{(j)} z_{j}(t), \quad z_{j}(t) \in \mathbb{C}^{1}[a ; b], \quad j=1,2, \ldots, \alpha \cdot \beta
$$

in vectors $\Xi^{(j)} \in \mathbb{R}^{\alpha \times \beta}$ of the basis of the space $\mathbb{R}^{\alpha \times \beta}$. We now define the operator

$$
\mathcal{M}[\mathcal{A}]: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \cdot n}
$$

as an operator that puts the matrix $\mathcal{A} \in \mathbb{R}^{m \times n}$ in correspondence to a vector-column $\mathcal{B}:=\mathcal{M}[\mathcal{A}] \in$ $\mathbb{R}^{m \cdot n}$ formed from $n$ columns of the matrix $A$. We also introduce the inverse operator

$$
\mathcal{M}^{-1}[\mathcal{B}]: \mathbb{R}^{m \cdot n} \rightarrow \mathbb{R}^{m \times n}
$$

that puts the vector $\mathcal{B} \in \mathbb{R}^{m \cdot n}$ in correspondence to a matrix $\mathcal{A} \in \mathbb{R}^{m \times n}$. We present the product $A(t) Z(t)$ in the form

$$
A(t) Z(t):=A(t) \sum_{k=1}^{\alpha \beta} \Xi^{(k)} z_{k}(t), \quad \mathcal{M}[A(t) Z(t)]=\check{A}(t) \cdot z(t),
$$

where

$$
\check{A}(t):=\left[\check{A}_{k}(t)\right]_{k=1}^{\alpha \beta} \in \mathbb{C}_{\gamma \delta \times \alpha \beta}[a, b], \quad \check{A}_{k}(t)=\mathcal{M}\left[A(t) \Xi^{(k)}\right], \quad k=1,2, \ldots, \alpha \cdot \beta .
$$

We now define the matrices

$$
B(t), C(t), D(t) \in \mathbb{C}_{\gamma \delta \times \alpha \beta}[a, b]
$$

in the following way:

$$
\frac{\partial}{\partial z^{\prime \prime}} \mathcal{M P} Z(t):=B(t) z(t), \quad \frac{\partial}{\partial z^{\prime}} \mathcal{M} \mathcal{P} Z(t):=C(t) z(t), \quad \frac{\partial}{\partial z} \mathcal{M} \mathcal{P} Z(t):=D(t) z(t)
$$

The problem of construction of solutions of Eq. (1) can be reduced to a problem of determination of the vector $z(t) \in \mathbb{C}_{\alpha \beta}^{2}[a ; b]$ that is defined by the system

$$
B(t) z^{\prime \prime}+C(t) z^{\prime}+D(t) z=\check{A}(t) z+f(t), \quad f(t):=\mathcal{M} F(t) .
$$

Changing the variables

$$
y_{1}:=z, \quad y_{2}:=y_{1}^{\prime},
$$

we get the problem of determination of the vector

$$
y(t) \in \mathbb{C}_{2 \alpha \beta}^{2}[a ; b]
$$

defined by the differential-algebraic system of equations $[2,3,5]$

$$
\begin{equation*}
U(t) y^{\prime}=V(t) y+\check{f}(t) \tag{3}
\end{equation*}
$$

where

$$
U(t):=\left(\begin{array}{cc}
I_{\alpha \beta} & O_{\alpha \beta} \\
C(t) & B(t)
\end{array}\right), \quad V(t):=\left(\begin{array}{cc}
O_{\alpha \beta} & I_{\alpha \beta} \\
\check{A}(t)-D(t) & O_{\gamma \delta \times \alpha \beta}
\end{array}\right), \quad \check{f}(t):=\binom{0}{f(t)} .
$$

Thus, under the condition $[2,3,5]$

$$
\begin{equation*}
P_{U^{*}(t)} V(t)=0, \quad P_{U^{*}(t)} \check{f}(t)=0 \tag{4}
\end{equation*}
$$

we have proved the sufficient condition of solvability of the Cauchy problem for the matrix differential equation with $p$-Laplacian (1).

Lemma. Under conditions (4) the matrix Cauchy problem $Z(a)=\mathfrak{A}$ for the matrix differential equation with p-Laplacian (1) is uniquely solvable for any initial value of $\mathfrak{A} \in \mathbb{R}^{\mu \times \nu}$. Under conditions (4), the general solution

$$
\begin{gathered}
Z(t, c)=W(t, c)+\mathcal{K}[\mathfrak{F}(s, \varphi(s))](t), \quad c \in \mathbb{R}^{2 \alpha \cdot \beta}, \\
W(t, c):=\mathcal{M}^{-1}\left[\mathcal{J}_{\alpha \beta} X(t) c\right], \quad \mathcal{J}_{\alpha \beta}:=\left[\begin{array}{ll}
I_{\alpha \beta} & \left.O_{\alpha \beta}\right] \in \mathbb{R}^{\alpha \cdot \beta \times 2 \alpha \cdot \beta}, \\
\mathcal{K}[\mathfrak{F}(s, \varphi(s))](t):=\mathcal{M}^{-1}\left\{\mathcal{J}_{\alpha \beta} K[\mathfrak{F}(s, \varphi(s))](t)\right\},
\end{array},\right.
\end{gathered}
$$

of the Cauchy problem

$$
Z(a)=\mathfrak{A}
$$

for the matrix differential equation with p-Laplacian (1) defines a generalized Green's operator $\mathcal{K}[\mathfrak{F}(s, \varphi(s))](t)$ of the Cauchy problem $Z(a)=0$ for the matrix differential equation with $p$-Laplacian (1) and the general solution $W(t, c)$ of the Cauchy problem $Z(a)=\mathfrak{A}$ or the homogeneous part of the matrix differential equation with p-Laplacian (1).

Thus, in the critical case under conditions (4) and in the case of fulfillment of the solvability condition

$$
\begin{equation*}
P_{\mathcal{Q}_{d}^{*}} \mathcal{M}\{\mathfrak{A}-\mathcal{L K}[\mathfrak{F}(s, \varphi(s))](\cdot)\}=0 \tag{5}
\end{equation*}
$$

the solution of the matrix boundary-value problem with $p$-Laplacian (1), (2) takes the form

$$
\begin{equation*}
Z\left(t, c_{r}\right)=W\left(t, c_{r}\right)+G[\mathfrak{F}(s, \varphi(s)) ; \mathfrak{A}](t), \quad W\left(t, c_{r}\right):=\mathcal{M}^{-1}\left[\mathcal{J}_{\alpha \beta} X(t) P_{\mathcal{Q}_{r}} c_{r}\right], \tag{6}
\end{equation*}
$$

where

$$
G[\mathfrak{F}(s, \varphi(s)) ; \mathfrak{A}](t):=\mathcal{M}^{-1}\left\{\mathcal{J}_{\alpha \beta} X(t) \mathcal{Q}^{+} \mathcal{M}\{\mathfrak{A}-\mathcal{L} \mathcal{K}[\mathfrak{F}(s, \varphi(s))](\cdot)\}\right\}+\mathcal{K}[\mathfrak{F}(s, \varphi(s))](t) .
$$

Hence, we have proved the sufficient condition of solvability of the matrix boundary-value problem for the differential equation with $p$-Laplacian (1), (2).

Theorem. In the critical case $\left(P_{\mathcal{Q}^{*}} \neq 0\right)$ under conditions (4) and (5), solution (6) of the matrix boundary-value problem with p-Laplacian (1), (2) determines the generalized Green's operator $G[\mathfrak{F}(s, \varphi(s)) ; \mathfrak{A}](t)$ of the matrix boundary-value problem with p-Laplacian (1), (2) and the general solution $W\left(t, c_{r}\right)$ for the homogeneous part of the differential equation with p-Laplacian (1), (2).

Assume that condition (4) is not satisfied $[2,3,5]$, i.e., $P_{U^{*}(t)} V(t) \neq 0$ or $P_{U^{*}(t)} \check{f}(t) \neq 0$. Then the problem of determination of solutions of Eq. (1) after the change of the variables

$$
y_{1}:=z:=\Omega x_{1}, \quad y_{2}:=y_{1}^{\prime}:=\Omega x_{1}^{\prime}:=\Omega x_{2}, \quad \Omega \in \mathbb{R}^{\alpha \beta \times \alpha \beta}, x(t):=\binom{x_{1}(t)}{x_{2}(t)}
$$

leads to the problem of determination of the vector $x(t) \in \mathbb{C}_{\alpha \beta}^{2}[a ; b]$ defined by the differentialalgebraic system of equations $[2,3,5]$

$$
\begin{equation*}
\check{U}(t) x^{\prime}=\check{V}(t) x+\check{f}(t) ; \tag{7}
\end{equation*}
$$

here,

$$
\check{U}(t):=\left(\begin{array}{cc}
\Omega & O_{\alpha \beta} \\
C(t) \Omega & B(t) \Omega
\end{array}\right), \quad \check{V}(t):=\left(\begin{array}{cc}
O_{\alpha \beta} & \Omega \\
(\check{A}(t)-D(t)) \Omega & O_{\gamma \delta \times \alpha \beta}
\end{array}\right) .
$$

Under the conditions [2,3,5]

$$
\begin{equation*}
P_{U^{*}(t)} \check{V}(t)=0, \quad P_{\tilde{U}^{*}(t)} \check{f}(t)=0 \tag{8}
\end{equation*}
$$

system (7) is solvable with respect to the derivative $[2,3,5]$ :

$$
\begin{equation*}
x^{\prime}=\breve{W}(t) x+\mathfrak{F}_{1}(t, \varphi(t)), \tag{9}
\end{equation*}
$$

here,

$$
\check{W}(t):=\check{U}^{+}(t) \check{V}(t), \quad \mathfrak{F}_{1}(t, \varphi(t)):=\check{U}^{+}(t) \check{f}(t)+P_{\check{U}_{\varrho}}(t) \varphi(t) .
$$

Thus, we have proved the sufficient condition of solvability of the matrix Cauchy problem for the differential equation with $p$-Laplacian (1).

Corollary 1. Under conditions (8), the matrix Cauchy problem $Z(a)=\mathfrak{A}$ for the matrix differential equation with p-Laplacian (1) is uniquely solvable for any initial value of $\mathfrak{A} \in \mathbb{R}^{\mu \times \nu}$. Under conditions (8), the general solution

$$
\begin{gathered}
Z(t, c)=\check{W}(t, c)+\mathcal{K}\left[\mathfrak{F}_{1}(s, \varphi(s))\right](t), \quad c \in \mathbb{R}^{2 \alpha \cdot \beta}, \\
\check{W}(t, c):=\mathcal{M}^{-1}\left[\Omega \mathcal{J}_{\alpha \beta} \check{X}(t) c\right], \quad \mathcal{K}\left[\mathfrak{F}_{1}(s, \varphi(s))\right](t):=\mathcal{M}^{-1}\left\{\mathcal{J}_{\alpha \beta} K\left[\Omega \mathfrak{F}_{1}(s, \varphi(s))\right](t)\right\} .
\end{gathered}
$$

of the Cauchy problem $Z(a)=\mathfrak{A}$ for the matrix differential equation with p-Laplacian (1) determines the generalized Green's operator $\mathcal{K}\left[\mathfrak{F}_{1}(s, \varphi(s))\right](t)$ of the Cauchy problem $Z(a)=0$ for the matrix differential equation with p-Laplacian (1) and the general solution $\breve{W}(t, c)$ of the Cauchy problem $Z(a)=\mathfrak{A}$ for the homogeneous part of the matrix differential equation with $p$-Laplacian (1).

Hence, in the critical case under conditions (8) and in case of fulfillment of the condition of solvability

$$
\begin{equation*}
P_{\mathcal{Q}_{d}^{*}} \mathcal{M}\left\{\mathfrak{A}-\mathcal{L K}\left[\mathfrak{F}_{1}(s, \varphi(s))\right](\cdot)\right\}=0, \tag{10}
\end{equation*}
$$

the solution of the matrix boundary-value problem with $p$-Laplacian (1), (2) takes the form

$$
\begin{equation*}
Z\left(t, c_{r}\right)=\check{W}\left(t, c_{r}\right)+G\left[\mathfrak{F}_{1}(s, \varphi(s)) ; \mathfrak{A}\right](t), \quad \check{W}\left(t, c_{r}\right):=\mathcal{M}^{-1}\left[\Omega \mathcal{J}_{\alpha \beta} \check{X}(t) P_{\mathcal{Q}_{r}} c_{r}\right], \tag{11}
\end{equation*}
$$

where

$$
G\left[\mathfrak{F}_{1}(s, \varphi(s)) ; \mathfrak{A}\right](t):=\mathcal{M}^{-1}\left\{\Omega \mathcal{J}_{\alpha \beta} \check{X}(t) \mathcal{Q}^{+} \mathcal{M}\{\mathfrak{A}-\mathcal{L} \mathcal{K}[\mathfrak{F}(s, \varphi(s))](\cdot)\}\right\}+\mathcal{K}\left[\mathfrak{F}_{1}(s, \varphi(s))\right](t) .
$$

Thus, we have proved the sufficient condition of solvability of the matrix boundary-value problem for differential equation with $p$-Laplacian (1), (2).

Corollary 2. In the critical case $\left(P_{\mathcal{Q}^{*}} \neq 0\right)$ under conditions (8) and (10), solution (11) of the matrix boundary-value problem with p-Laplacian (1), (2) determines the generalized Green's operator $G\left[\mathfrak{F}_{1}(s, \varphi(s)) ; \mathfrak{A}\right](t)$ of the matrix boundary-value problem with p-Laplacian (1), (2) and the general solution $\check{W}\left(t, c_{r}\right)$ for the homogeneous part of the differential equation with p-Laplacian (1), (2).

The research scheme proposed in the thesis can be transferred on the nonlinear matrix boundary value problems for differential equations with $p$-Laplacian, on the linear matrix boundary-value problems for difference equations, and on the matrix boundary-value problems for functional differential equations with $p$-Laplacian in abstract spaces, in particular, on the matrix boundary-value problems for differential equations with argument deviation. The proposed scheme of research of the linear system of differential equations with matrix $p$-Laplacian in the article was illustrated in details with examples.
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