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Sergo Kharibegashvili
A. Razmadze Mathematical Institute of I. Javakhishvili Tbilisi State University

Tbilisi, Georgia
E-mail: kharibegashvili@yahoo.com

In the space Rn+1 of the variables x = (x1, . . . , xn) and t, we consider the semilinear hyperbolic
system of the form

�2ui + fi(u1, u2, . . . , uN ) = Fi(x, t), i = 1, . . . , N, (1)

where f = (f1, . . . , fN ), F = (F1, . . . , FN ) are the given, and u = (u1, . . . , uN ) is an unknown real
vector function, n ≥ 2, N ≥ 2, � := ∂2

∂t2
−∆, ∆ :=

n∑
i=1

∂2

∂x2
i
.

For the system (1) we consider the boundary value problem: find in the cylindrical domain
DT := Ω× (0, T ), where Ω is an open Lipschitz domain in Rn, a solution u = u(x, t) of that system
according to the boundary conditions

u
∣∣
∂DT

= 0,
∂u

∂ν

∣∣∣
∂DT

= 0, (2)

where ν = (ν1, . . . , νn, νn+1) is the unit vector of the outer normal to ∂DT .
Let

◦
Ck(DT , ∂DT ) :=

{
u ∈ Ck(DT ) : u

∣∣
∂DT

=
∂u

∂ν

∣∣∣
∂DT

= 0
}
, k ≥ 2.

Assume u ∈
◦
C4(DT , ∂DT ) is a classical solution of the problem (1), (2). Multiplying both parts

of the system (1) scalarly by an arbitrary vector function φ = (φ1, . . . , φN ) ∈
◦
C2(DT , ∂DT ) and

integrating the obtained equation by parts over the domain DT , we obtain∫
DT

�u �φ dx dt+

∫
DT

f(u)φ dx dt =

∫
DT

Fφ dx dt. (3)

When deducing (3), we have used the equality∫
DT

�u �φ dx dt =

∫
∂DT

∂φ

∂N
�u ds−

∫
∂DT

φ
∂

∂N
�u ds+

∫
DT

φ�2 u dx dt,

where
∂

∂N
= νn+1

∂

∂t
−

n∑
i=1

νi
∂

∂xi

is the derivative with respect to the conormal, as well as the equalities

∂φ

∂N

∣∣∣
Γ
= −∂φ

∂ν

∣∣∣
Γ
,

∂φ

∂N

∣∣∣
∂DT \Γ

=
∂φ

∂ν

∣∣∣
∂DT \Γ

, Γ := ∂Ω× (0, T ), φ
∣∣
∂DT

=
∂φ

∂ν

∣∣∣
∂DT

= 0.
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Introduce the Hilbert space
◦
W 1

2,�(DT ) as a completion with respect to the norm

∥u∥2◦
W 1

2,�(DT )
=

∫
DT

[
u2 +

(∂u
∂t

)2

+
n∑

i=1

( ∂u

∂xi

)2

+ (�u)2
]
dx dt (4)

of the classical space
◦
C2(DT , ∂DT ). It follows from (4) that if u ∈

◦
W 1

2,�(DT ), then u ∈
◦
W 1

2(DT )

and �u ∈ L2(DT ). Here W 1
2 (DT ) is the well-known Sobolev space consisting of the elements of

L2(DT ), having the first order generalized derivatives from L2(DT ) and
◦
W 1

2(DT ) = {u ∈ W 1
2 (DT ) :

u|∂DT
= 0}, where the equality u|∂DT

= 0 is understood in the trace theory.
Below, on the nonlinear vector function f = (f1, . . . , fN ) from (1) we impose the following

requirement
f ∈ C(Rn), |f(u)| ≤ M1 +M2|u|α, u ∈ Rn, (5)

where | · | is the norm of the space Rn and Mi = const ≥ 0, i = 1, 2, and

0 ≤ α = const <
n+ 1

n− 1
. (6)

Remark 1. The embedding operator I : W 1
2 (DT ) → Lq(DT ) is a linear continuous compact

operator for 1 < q < 2(n+1)
n−1 and n > 1. At the same time, the Nemytsky operator K : Lq(DT ) →

L2(DT ), acting according to the formula K(u) = f(u), where u = (u1, . . . , uN ) ∈ L2(DT ) and the
vector function f = (f1, . . . , fN ) satisfies the condition (5), is continuous and bounded if q ≥ 2α.
Therefore, if α < n+1

n−1 , then there exists a number q such that 1 < q < 2(n+1)
n−1 and q ≥ 2α. Thus,

in this case the operator
K0 = KI : W 1

2 (DT ) → L2(DT )

is continuous and compact. Moreover, from u ∈ W 1
2 (DT ) it follows that f(u) ∈ L2(DT ) and, if

um → u in the space W 1
2 (DT ), then f(um) → f(u) in the space L2(DT ).

Definition 1. Let the vector function f satisfy the conditions (5) and (6), F ∈ L2(DT ). The
vector function u ∈

◦
W 1

2,�(DT ) is said to be a weak generalized solution of the problem (1), (2), if

for any vector function φ = (φ1, . . . , φN ) ∈
◦
W 1

2,�(DT ) the integral equality (3) is valid, i.e.∫
DT

�u�φ dx dt+

∫
DT

f(u)φ dx dt =

∫
DT

Fφ dx dt ∀φ ∈
◦
W 1

2,�(DT ). (7)

Notice that in view of Remark 1 the integral
∫
DT

f(u)φ dx dt in the equality (7) is defined

correctly, since from u ∈
◦
W 1

2,�(DT ) it follows f(u) ∈ L2(DT ) and, therefore, f(u)φ ∈ L1(DT ).
It is not difficult to verify that if the solution u of the problem (1), (2) belongs to the class

◦
C4(DT , ∂DT ) in the sense of Definition 1, then it will also be a classical solution of this problem.

Consider the following condition

lim
|u|→∞

inf
uf(u)

||u||2RN

≥ 0. (8)

Theorem 1. Let the conditions (5), (6) and (8) be fulfilled. Then for any F ∈ L2(DT ) the problem
(1), (2) has at least one weak generalized solution u ∈

◦
W 1

2,�(DT ).
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Remark 2. If the conditions of Theorem 1 are fulfilled and the Nemytsky operator K(u) = f(u) :
RN → RN is monotonic, i.e.

(K(u)−K(v)) · (u− v) ≥ 0 ∀u, v ∈ RN , (9)

then there will hold the uniqueness of the solution of this problem.

Thus, the following theorem is valid.

Theorem 2. Let the conditions (5), (6) and (8), (9) be fulfilled. Then for any F ∈ L2(DT ) the
problem (1), (2) has a unique weak generalized solution in the space

◦
W 1

2,�(DT ).

Remark 3. The condition (9) will be fulfilled if f ∈ C1(RN ) and the matrix A = ( ∂fi∂uj
)Ni,j=1 is

defined non-negatively, i.e.

N∑
i,j=1

∂fi
∂uj

(u)ξiξj ≥ 0 ∀ ξ = (ξ1, . . . , ξN ), u = (u1, . . . , uN ) ∈ RN .

As the examples show, if the conditions imposed on the nonlinear vector function f are violated,
then the problem (1), (2) may not have a solution. For example, if

fi(u1, . . . , uN ) =

N∑
j=1

aij |uj |βij + bi, i = 1, . . . , N,

where constant numbers aij , βij and bi satisfy inequalities

aij > 0, 1 < βij <
n+ 1

n− 1
,

N∑
i=1

bi > 0,

then the condition (8) will be violated and the problem (1), (2) will not have a solution u ∈
◦
W 1

2,�(DT ) for F = µF o, where F o = (F o
1 , . . . , F

o
N ) ∈ L2(DT ), G =

N∑
i=1

F o
i ≤ 0; ∥G∥L2(DT ) ̸= 0 for

µ > µ0 = µ0(G, βij) = const > 0.


