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The first difference schemes with sixth order accuracy for approximation of elliptic equations
were offered by S. Mikeladze [6, 7], and further were being studied by a number of authors. Con-
vergence of these schemes with rate O(h6) were stated under condition that the solution of the
differential problem belongs to the class C8(Ω).

One of the most frequently encountering equations of numerical weather prediction, and fluid
dynamics generally, is the Helmholtz-type diagnostic equation [5]. Below, we propose and investi-
gate difference schemes approximating the following problem

∆u− λu = f(x), x ∈ Ω, u(x) = 0, x ∈ Γ, (1)

where λ ≥ 0 is a constant and Ω = {x = (x1, x2) : 0 < xα < l, α = 1, 2} is the square with
boundary Γ.

In Ω = Ω ∪ Γ we introduce a grid ω = ω1 × ω2, where

ωα =
{
xα = iαh : iα = 0, 1, . . . , N, h =

l

N

}
, γ = ω \ ω.

Besides

ωα = ωα ∩ (0; l), ω+
α = ωα ∩ (0; l], ω = ω1 × ω2, ω+ = ω+

1 × ω+
2 ,

ω(1) = ω+
1 × ω2, ω(2) = ω1 × ω+

2 , γ = ω \ ω.

Let
(y, v)ω̃ =

∑
x∈ω̃

h2y(x)v(x), ∥y∥2ω̃ = (y, y)ω̃ for ω̃ ⊆ ω.

Let’s denote by H the set of grid functions given on ω and vanishing on γ, with the scalar production
and norm (y, v) = (y, v)ω, ∥y∥ = ∥y∥ω.

Also, in space H, we introduce the norms

∥y∥2(α) = (y, y)ω(α), α = 1, 2,

∥y∥21 = ∥y∥2W 1
2 (ω)

= ∥yx1∥2(1) + ∥yx2∥2(2),

∥y∥22 = ∥y∥2W 2
2 (ω)

= ∥yx1x1∥2 + ∥yx2x2∥2 + 2∥yx1x2∥2ω+ ,
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It is supposed that
∥y∥W 0

2 (ω)
= ∥y∥.

For functions with continuous argument we will use the following averaging operators

Tαu =

1∫
−1

(
1− |t|

)
u
(
x1 + (2− α)th, x2 + (α− 1)th

)
dt, α = 1, 2.

We will approximate problem (1) with the help of family of difference schemes dependent on a
parameter ε:

Ay = φ(x), x ∈ ω, y(x) = 0, x ∈ γ, (2)
where

A ≡
(
1− λ2h4

360
− (1− ε)

λh2

12

(
1− λh2

12

))
(A1 +A2)

− h2

6

(
1− λh2

60
(7− 5ε)

)
A1A2 + λ

(
1 +

λh2

12
ε
)
E,

Aαy ≡ −yxαxα , α = 1, 2, Ey ≡ y, φ =
(
1 +

λh2

12
ε
)
T1T2f +

h2

240
(A1A2f + λ(A1 +A2)f).

It can be proved that operator A is self-conjugate and positively defined in H; the following
estimations

A ≥ δ(A1 +A2) +
4

9
λE, δ∥y∥21 ≤ (Ay, y), δ∥y∥2 ≤ ∥Ay∥,

where
δ =

2

3

(
1 +

λh2

12
ε
)
,

are valid for it.
Positive definiteness of operator A ensures unique solvability of the difference scheme (2).
Substituting y = z + u in (2), we get the problem

Az = ψ, x ∈ ω, z(x) = 0, x ∈ γ (3)

for error z, where ψ = φ−Au is an approximation error.
Using equation (1) and the identity Tα ∂2u

∂x2
α
= uxαxα we represent ψ in the form

ψ =
(
1 +

λh2

12
ε
)
(A1η1 +A2η2 +A3η3) + λη4,

where

η3−α = Tαu− u+
h2

12
Aαu− h2

240
Aα

∂2u

∂x2α
, α = 1, 2,

η3 = T1T2u− u+
h2

12
(A1 +A2)u− 11

720
h4A1A2u− h4

240
(A1 +A2)∆u,

η4 =
(
A1A2∆u+ λ(A1 +A2)∆u+

11

3
λA1A2u

) εh6

12 · 240
.

For the solution of problem (3) the following estimations are true:

∥z∥ ≤ 3

2

(
∥η1∥+ ∥η2∥+

λl2

16

(
∥η3∥+ ∥η4∥

))
,

∥z∥1 ≤
3

2

(
∥η1x1∥(1) + ∥η2x2∥(2) +

λl

4

(
∥η3∥+ ∥η4∥

))
,

∥z∥2 ≤
3

2

(
∥η1x1x1∥(1) + ∥η2x2x2∥(2) + λ

(
∥η3∥+ ∥η4∥

))
.
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It can be checked that expansions of linear (with respect to u(x)) functionals η1, η2, η3, η4 in the
class of sufficiently smooth functions start from sixth order derivatives.

With the help of technique of investigation [1, 4, 8], based on using of approximating lemma of
Bramble–Hilbert [2, 3], we become convinced in validness of the following

Theorem 1. Let the solution of problem (1) belong to the space Wm
2 (Ω), m > 3. Then the

convergence of the difference scheme (2) at ε ≥ 0 is characterized by the estimation

∥y − u∥W s
2 (ω)

≤Mhm−s∥u∥Wm
2
(Ω), s = 0, 1, 2, m ∈ (3, 6 + s].
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