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For the linear system of generalized ordinary differential equations

dx = dA0(t) · x+ df0(t) for t ∈ I (1)

we consider the Cauchy problem
x(t0) = c0, (2)

where I ⊂ R is an interval, A0 ∈ BVloc(I;Rn×n) and f0 ∈ BVloc(I;Rn), t0 ∈ I, c0 ∈ Rn.
We use the notations.
BV([a, b];Rn×m) is the set of all n × m-matrix-functions with bounded variation components

on the closed interval [a, b] from I.
BVloc(I;Rn×n) is the sets of all n×m-matrix-functions with bounded variation components on

every closed interval [a, b] from I.
By a solution of system (1) we understand a vector function x ∈ BV(I;Rn) such that

x(t) = x(s) +

t∫
s

dA0(τ)x(τ) for s < t, s, t ∈ I,

where the integral is considered in the Kurzweil sense (see, [4]).
We present some results from [1] and [2].
Let x0 be the unique solution of problem (1), (2).
Along with the Cauchy problem (1), (2) consider the sequence of the Cauchy problems

dx = dAk(t) · x+ dfk(t), (1k)
x(tk) = ck, (2k)

(k = 1, 2, . . . ), where Ak ∈ BVloc(I;Rn×n) (k = 1, 2, . . . ), fk ∈ BVloc(I;Rn) (k = 1, 2, . . . ), tk ∈ I
(k = 1, 2, . . . ) and ck ∈ Rn (k = 1, 2, . . . ).

We give the conditions both for each from the two problems:

(a) The Cauchy problem (1k), (2k) has a unique solution xk for any sufficiently large k and

lim
k→+∞

sup
t∈I

∥xk(t)− x0(t)∥ = 0, (3)

and

(b) The Cauchy problem (1k), (2k) has a unique solution xk for any sufficiently large k and

lim
k→+∞

sup
t∈I, t ̸=tk

∥xk(t)− x0(t)∥ = 0. (4)
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We assume that
lim

k→+∞
tk = t0.

For the formulation of theorems we use the notations.

- X(t−) and X(t+) are, respectively, the left and the right limits of matrix-function X at the
point t; d1X(t) = X(t)−X(t−), d2X(t) = X(t+)−X(t);

-
b∨
a
(X) is the sum of total variations on [a, b] of the components of the matrix-function X :

[a, b] → Rn×m;

- If X ∈ BVloc(I;Rn×n) and Y ∈ BVloc(I;Rn×m, then

B(X,Y )(a) = On×m,

B(X,Y )(t) = X(t)Y (t)−X(a)Y (a)−
t∫

a

dX(τ) · Y (τ) for t ∈ I,

where a ∈ I is a fixed point.

Definition 1. We say that the sequence (Ak, fk; tk) (k = 1, 2, . . . ) belongs to the set S(A0, f0; t0)
if for every c0 ∈ Rn and a sequence ck ∈ Rn (k = 1, 2, . . . ) satisfying the condition

lim
k→+∞

ck = c0, (5)

problem (1k), (2k) has a unique solution xk for any sufficiently large k and condition (3) holds.

Theorem 1. Let A0 ∈ BV(I;Rn×n), f0 ∈ BV (I;Rn), t0 ∈ I and the sequence of points tk ∈ I
(k = 1, 2, . . . ) be such that the conditions

det
(
In + (−1)jdjA0(t)

)
̸= 0 for t ∈ I, (−1)j(t− t0) < 0 and for t = t0

if j ∈ {1, 2} is such that (−1)j(tk − t0) > 0 for every k ∈ {1, 2, . . . } (6)

hold. Then the inclusion
((Ak, fk; tk))

+∞
k=1 ∈ S(A0, f0; t0) (7)

is true if and only if there exists a sequence of matrix-functions Hk ∈ BV(I;Rn×n) (k = 0, 1, . . . )
such that the conditions

inf
{
|det(H0(t))| : t ∈ I

}
> 0

and
lim sup
k→+∞

∨
I

(Hk + B(Hk, Ak)) < +∞

hold, and the conditions

lim
k→+∞

Hk(t) = H0(t),

lim
k→+∞

(
B(Hk, Ak)(t)− B(Hk, Ak)(tk)

)
= B(H0, A0)(t)− B(H0, A0)(t0)

and

lim
k→+∞

(
B(Hk, fk)(t)− B(Hk, fk)(tk)

)
= B(H0, f0)(t)− B(H0, f0)(t0)

hold uniformly on I.
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Remark 1. In Theorem 1 without loss of generality we can assume that H0(t) ≡ In, where In is
the identity n× n matrix.

Theorem 1′. Let

det
(
In + (−1)jdjAk(t)

)
̸= 0 for t ∈ [a, b] (j = 1, 2; k = 0, 1, . . . ).

Then inclusion (7) holds if and only if the conditions

lim
k→+∞

X−1
k (t) = X−1

0 (t)

and
lim

k→+∞

(
B(X−1

k , fk)(t)− B(X−1
k , fk)(tk)

)
= B(X−1

0 , f0)(t)− B(X−1
0 , f0)(t0)

hold uniformly on [a, b], where X0 and Xk are fundamental matrices of the homogeneous systems
corresponding to systems (1) and (1k), respectively, for every k ∈ {1, 2, . . . }.

We also consider the case when the condition

lim
k→+∞

ckj = c0j if j ∈ {1, 2} is such that (−1)j(tk − t0) ≥ 0 (k = 0, 1, . . . ) (5j)

holds instead or along with (5), where

ckj = ck + (−1)j
(
djAk(tk)ck + djfk(tk)

)
(j = 1, 2; k = 0, 1, . . . ). (8)

Note that if
lim

k→+∞
djAk(tk) = djA0(t0) and lim

k→+∞
djfk(tk) = djf0(t0)

for some j ∈ {1, 2}, then condition (5j) follows from (5).

Theorem 2. Let A0 ∈ BV(I;Rn×n), f0 ∈ BV (I;Rn), c0 ∈ Rn, t0 ∈ I, and the sequence of points
tk ∈ I (k = 1, 2, . . . ) be such that conditions (5), (6) hold. Let, moreover, the sequences of matrix-
and vector functions Ak ∈ BVloc(I;Rn×n) (k = 1, 2, . . . ) and fk ∈ BVloc(I;Rn) (k = 1, 2, . . . ) and
bounded sequence of constant vectors ck ∈ Rn (k = 1, 2, . . . ) be such that conditions (5j),

lim
k→+∞

sup
t∈I, t ̸=tk

{
∥Akj(t)−A0j(t)∥

(
1 +

∣∣∣ t∨
tk

(Ak −A0)
∣∣∣)} = 0

and

lim
k→+∞

sup
t∈I, t ̸=tk

{
∥fkj(t)− f0j∥

(
1 +

∣∣∣ t∨
tk

(Ak −A0)
∣∣∣)} = 0

hold if j ∈ {1, 2} is such that (−1)j(tk − t0) ≥ 0 for every k ∈ {1, 2, . . . }, where ckj (k = 0, 1, . . . )
are defined by (8),

Akj(t) ≡ (−1)j(Ak(t)−Ak(tk))− djAk(tk) (j = 1, 2; k = 0, 1, . . . )

and

fkj(t) ≡ (−1)j(fk(t)− fk(tk))− djfk(tk) (j = 1, 2; k = 0, 1, . . . ).

Then the Cauchy problem (1k), (2k) has a unique solution xk for any sufficiently large k and
condition (4) holds.
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It is evident that if condition (3) holds, then condition (4) holds as well. But the inverse
proposition is not true, in general.

We give the corresponding example, which is simple modification of the example given in [3].

Example 1. Let I = [−1, 1], n = 1, αk (k = 1, 2, . . . ) and βk (k = 1, 2, . . . ) be an arbitrary
increasing in [−1, 0) and decreasing in (0, 1], respectively, sequences such that

lim
k→∞

αk = lim
k→∞

βk = 0 and lim
k→∞

γk = γ0 ∈ [0, 1),

where γk = αk(αk − βk)
−1.

Let tk = t0 = 0 (k = 1, 2, . . . ), ck = exp(γk − γ0)c0 (k = 1, 2, . . . ), where c0 is arbitrary,
fk(t) = f0(t) ≡ 0n (k = 1, 2, . . . ),

Ak(t) =


0 for t ∈ [−1, αk[,
t− αk

βk − αk
for t ∈ [αk, βk],

1 for t ∈ ]βk, 1] (k = 1, 2, . . . ).

It is not difficult to verify that the unique solution of the corresponding homogeneous initial
problem has the form

xk(t) =


ck for t ∈ [−1, αk[ ,

ck exp
(
t(βk − αk)

−1
)

for t ∈ [αk, βk],

ck exp(1) for t ∈ ]βk, 1] (k = 1, 2, . . . ).

So, condition (4) holds, where

x0(t) =


c0 for t ∈ [−1, 0[ ,

c0 exp(γ0) for t = 0,

c0 exp(1) for t ∈ ]0, 1],

but (3) does not hold uniformly on [0, 1], because the function x0(t) is discontinuous at the point
t = 0.

On the other hand, in the “limit” equation

dx = dA∗
0(t) · x,

the function A∗
0 is defined as

A∗
0(t) =


0 for t ∈ [−1, 0[ ,

γ0 for t = 0,

1 for t ∈ ]0, 1],

and, therefore, the unique solution of the equation under the condition x(0) = c0(1− γ0)
−1 has the

form

x∗0(t) =


c0 for t ∈ [−1, 0[ ,

c0(1− γ0)
−1 for t = 0,

c0(2− γ0)(1− γ0)
−1 for t ∈ ]0, 1].

It is evident that x∗0 ̸= x0.
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On the other hand, x0 is the solution of the initial problem

dx = dA0(t) · x, x(0) = c0 exp(γ0),

where

A0(t) =


0 for t ∈ [−1, 0[ ,

1− exp(−γ0) for t = 0,

exp(1− γ0)− exp(−γ0) for t ∈ ]0, 1].

The obtained “anomaly” corresponds to the statement of Theorem 2, in particular to condition
(4), where Hk(t) ≡ In (k = 1, 2, . . . ), and

hk(t) =


c0 − ck for t ∈ [−1, αk[ ,

c0(1− γk)
−1 − ck exp

(
t(βk − αk)

−1
)

for t ∈ [αk, βk],

c0(2− γk) (1− γk)
−1 − ck exp(1) for t ∈]βk, 1] (k = 1, 2, . . . ).

It is evident that the functions x∗k(t) = xk(t) are solutions of the problem

dx = dA∗
k(t) · x, x(0) = c0(1− γk)

−1

for every natural k, where

A∗
k(t) =


0 for t ∈ [−1, αk[ ,

γk for t ∈ [αk, βk],

1 for t ∈ ]βk, 1] (k = 1, 2, . . . ).

So, due to the conditions lim
k→+∞

γk = γ0, we have

lim
k→+∞

sup
t∈I, t ̸=tk

∥A∗
k(t)−A∗

0(t)∥ = 0.
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